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Abstract. DHL Supply Chain North America moves more than 20 million packages each
year. DHL transportation planners perform routing and cost-deduction tasks for many
business projects. We refer to the associated planning problem as the Vehicle Routing
Problem with Time Regulations and Common Carriers (VRPTRCC). Unlike ordinary vehicle
routing problems, which use only a single type of transportation mode, our VRPTRCC
applications include make–buy decisions because some of the package deliveries are
ultimately subcontracted to organizations other than DHL. Time regulation means that the
problem considers not only delivery-time windows, but also layover and driving-time
restrictions. Our developed Network Mode Optimization Tool (NMOT) is an ant-colony
optimization (ACO)-based program that aids DHL Supply Chain transportation analysts
in identifying cost savings in the ground logistic network. By using the NMOT, DHL and
its customers have saved millions of dollars annually. Also, the NMOT is helping DHL to
win new customers against bidding competitors and reducing estimation times from
multiple weeks to hours. The results show an actual increase in profits compared with the
previous process by more than 15% through a combination of new projects enabled and
reduced current operational costs. TheNMOT is implemented and evaluated by using data
from ongoing projects.

History: This paper was refereed.

Keywords: transportation • vehicle routing problem with time regulations and common carriers • network mode optimization •
make–buy decisions • ant colony optimization

Introduction
DHLSupplyChainNorthAmerica operates one of the
world’s largest logistics networks, delivering more
than 1 billion packages annually for corporate cus-
tomers. Owing to limited labor and truck resources,
many companies utilize more than a single trans-
portationmode to reduce their shipping cost. The two
transportation modes considered in this paper and
used most by DHL are (1) using the company’s own
dedicated fleet of trucks and (2) subcontracting the
delivery to one or more third-party common carriers.

Transportation costs for shipments depend on fac-
tors such as total number of miles on the route,
number of stops, and load weight and volume. Sub-
contracting to third parties is preferredwhen the total
customer demand exceeds the capacity of DHL’s own
fleet, if the fleet cannot guarantee the delivery within
the customer’s time window, or if it is more eco-
nomical to do so.

We recently developed the Network Mode Opti-
mization Tool (NMOT) to help DHL improve their
transportation-mode decisions. The NMOT uses future
demandinformation todeterminewhichpackages should
be delivered by DHL and which packages should be

outsourced to a third-party carrier. DHL estimates that
the NMOT has already contributed more than $5 mil-
lion in savings for its corporate customers.
DHL runs the NMOT for each corporate customer

separately. Most customers have similar needs over
time; therefore, the solutions give a highly accurate
estimate of real transportation cost. The NMOT is
being utilized (a) for helping existing customers and
(b) during the bidding process for new customer con-
tracts. For existing customers, NMOT solutions can be
used to switch the shipmentmode of planned deliveries,
from dedicated fleet to third-party carriers or vice versa,
to reduce shipping cost. Alternatively, during the bid-
ding process, the NMOT can help in determining a
practically viable least-cost solution that maximizes the
chance ofwinning profitable bids and avoiding bids that
are not profitable.

Background
DHL is uniquely positioned in the logistics world
with a comprehensive range of international express,
freight transportation, e-commerce, and supply chain
management services. The group employs approxi-
mately 550,000 employees in more than 220 countries
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and territories worldwide. As the world’s leader in
contract logistics, DHL Supply Chain offers stan-
dardized warehousing, transport, and value-added
services that can be combined to form customized
supply chain solutions.

Because of the complexities associated with run-
ning a logistics network, many companies employ
professional third-party logistic companies to man-
age and operate their supply chain business. Large
third-party logistics companiesmovemillions of pack-
ages every year. These companies are constrained by
limited capacity and growing demands, which is a
bottleneck for the logistics industry. In this paper, we
discuss DHL Supply Chain’s advanced analytical
methodology called the NMOT that addresses this
problem. DHL uses the NMOT to prepare low-cost
practical proposals during the new-customer contract-
bidding process.

To prepare competitive bidding proposals, ana-
lysts must determine the appropriate division of
deliveries between the two transportation modes.
During this process, the analysts construct detailed
routes with the associated costs for both the modes.
This facilitates the make–buy decisions—that is, which
deliveries should be done by DHL’s dedicated fleet, in
what sequence, and which others should be out-
sourced to a third-party freight provider (or referred
to as a common carrier), to minimize the total
transportation costs.

The make–buy assessment process has two steps:
(a) routing and (b) cost estimation. (a) First, routing is
performed by using a combination of commercial
routing software and the analyst’s experience or tribal
knowledge. (b) Second, based on the routes from
step (a), overall costs of all deliveries for both trans-
portation modes are manually estimated and used in
make–buy decisions. It is difficult to ensure that all
practical routing and customer constraints are satis-
fied while achieving profitability.

Before the start of this project, we talked to DHL
employees in several regions from the operations
teams, the solution-design teams, and the sales teams,
all of whom agreed that an optimization tool for the
transportation modes is crucial for marketing their
business and guaranteeing operational effectiveness.
In addition, virtually all the analysts mentioned that
the previous process usually takes several weeks and
requires extensive geographical and market knowl-
edge. Because of the complexity and the size of the
associated delivery problem, current off-the-shelf op-
timization tools are not a viable solution.

Objectives
TheNMOT helps DHL analysts in preparing low-cost
proposals for bidding on new customer contracts. To
generate feasible solutions, the NMOT considers various

practical aspects within DHL’s road-transportation
network. For example, the scheduled delivery loca-
tions can be stores, warehouses, a consolidation hub,
or a mix of these locations. Additionally, the NMOT
considers routing constraints and the associated costs
based on geography and truck types, product type
being shipped, driver’s layovers, and time windows.
The inputs include unrouted shipments, common-

carrier costs, geographical information of distribution
centers and demand points, and product classes. The
outputs are the expected costs, routes, schedules, and
designated transportation modes (DHL’s dedicated
fleet or a common carrier). With NMOT solutions, the
bidders can approach customers with operational
transportation-cost estimates from DHL. Then, cus-
tomers usually compare these estimates with costs
from the previous processes or quotations from other
competitors. NMOT solutions have helped in win-
ning more than 10 transportation operations bids
with significant associated gains in profitability.
The primary goal of this project was to replace a

semimanual and iterative planning activity with a
reliable advanced analytical model (NMOT) to sup-
port the bidding process and assess the shipment
mode for current corporate customers. Another ob-
jective of the project was to shorten the planning time,
so that fewer analysis hours would be needed for bid
generation. The question is how to quickly and op-
timally route the huge less-than-truckload network.
Although we developed the NMOT to accommodate
a wide variety of real situations of DHL Supply Chain
transportation networks, it is also capable of solving a
standard problem. The most basic and standard ver-
sion of our problem is the well-known Vehicle Rout-
ing Problem (VRP). In general, the VRP is concerned
with the optimal design of routes in a transportation
network. Specifically, the objective of the NMOT is
to identify opportunities to design or modify the
transportation networks for DHL’s corporate cus-
tomers to reduce costs. The timely and high-quality
solutions generated by the tool will provide DHL
with a competitive and feasible estimate of the op-
erational costs that can be quoted in the bidding
process. In fact, costingwas previously themost time-
consuming part in the make–buy assessment process.
The NMOT deals with a complex transportation

network that requires sophisticated attentions to the
optimization constraints. The dedicated fleet must
visit the assigned customers within allowed delivery-
time windows. And the trucks cannot be overloaded
or overused. In other words, the truck-capacity, route-
distance, and time-limits constraints should be satisfied.
In addition, after a driving and unloading period of 14
hours, the driver shall take an uninterrupted daily
layover period of 10 hours. Modeling challenges in-
clude (1) a combination of operational constraints; (2) a
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make–buy decision; (3) robustness to various trans-
portation networks, areas, and classes of shipments;
and (4) solving a large-scale, real-life problem.

This paper does not consider travel and work time
stochasticity; therefore, we approximate the model
parameters with historical averages. Additionally,
the objective is to generate efficient routes to get
operational cost estimates for the bidding process.
Therefore, we did not consider detailed routing pa-
rameters like unusual traffic impacts or route resil-
ience factors.

Literature Review
Since the first VRP problem proposed by Dantzig and
Ramser (1959), tremendous research has been focused
on solving this combinatorial problem. Our study of
the literature on various VRP problems shows the
limitations of effective approaches to handle large-
scale instances. The VRP has many variants, depending
on the parameters and constraints, which are generally
NP-hard (Savelsbergh and Sol 1995). The basic VRP is
the Capacitated Vehicle Routing Problem (CVRP),
which assumes a fixed fleet with uniform demands
supplied by a central depot (Dondo and Cerdá 2007).
This paper solves an extension of the CVRP, for DHL,
which we call the Vehicle Routing Problem with Time
Regulations and Common Carriers (VRPTRCC). This
section focuses on the following three aspects:
(1) previous research that addresses the con-
straints introduced in VRPTRCC, (2) existing solution
methods used for solving variants of the VRP, and
(3) reasons for choosing the solution technique used in
the NMOT.

The VRP with subcontracting or time regulations
has been researched in few studies. Moon et al. (2012)
were the first to consider outsourcing options in the
VRP. Yet, these authors only considered the time-
window constraints, whereas this paper considers
layover time and other detailed operational con-
straints. Vidal et al. (2016) considered common car-
riers to maximize the vehicle-routing profits, but did
not consider time regulations studied in this paper.
Gahm et al. (2017) introduced a new variant of the
VRP with common carriers considering a heteroge-
neous dedicatedfleet andmultiple cost options for the
last-mile decisions. Yet, those authors only consid-
ered the last-mile routing, whereas this paper ad-
dresses the mode decisions for the entire route. Kok
et al. (2010) and Goel (2018) studied the impact of the
drivers’ time regulations on VRPs. Note that none of
the aforementioned works merged the outsourcing
decisions and distance constraints with the time reg-
ulations, as studied in this paper. More recently,
Alcaraz et al. (2019) combined heterogeneous fleet
types with last-mile make–buy decisions and drivers’
hour regulations (layovers). Alcaraz et al. (2019)

compared their results with simple intuitive heuris-
tics on small samples. Although they considered
comprehensive constraints similar to our work, their
problem considered outsourcing decisions for last-
mile deliveries only. In its place, their work focuses on
other aspects, such as incompatibilities of goods and
split deliveries.
Heuristics and metaheuristics have been widely

studied in solving complicated vehicle routing prob-
lems. Wu et al. (2017) adjusted the local search heu-
ristic for a VRPTWwith different less-than-truckload
carriers’ selections. However, their experimental re-
sults only supported up to 10 customers. Another
work related to our researchwas conducted byCassettari
et al. (2018), in which they developed a multistage
clustering-based heuristic to solve the CVRP with
time-window and distance constraints. Vidal et al.
(2013) studied more than 64 metaheuristics on 15
classic variants of VRPs, suggesting the relevance of
ant-colony optimization (ACO) and other hybrid
methods. Probably the most convincing evidence to
use swarm intelligence (e.g., ACO) to solve Rich VRPs
was inspired by the work from Pellegrini et al. (2007).
The authors presented a case study on a hybrid
VRPTW with two versions of ACOs. The results,
compared with tabu search, nearest-neighbor search,
and simulated annealing, significantly favored ant-
colony systems as the best solution heuristic. Another
ACO implementation, proposed by Rizzoli et al.
(2007), has been applied to real contexts addressing
separately a heterogeneous fleet, time windows, pickup
and delivery constraints, and time-dependent deliver-
ies. The authors tested four ACO algorithms using data
from real distribution companies with 15–600 cus-
tomers. Admittedly, none of the heuristic structures
can guarantee optimality, but such well-designed
local search procedures can greatly improve the
solution performance.
Apart from the heuristic methods, we researched

large-scale exact methods in the literature for solving
VRP variants. These are branch-and-cut, Lagrangian
relaxation, and column generation. Bard et al. (2002)
discussed an exact branch-and-cut method in solving
the VRPTW. Kallehauge et al. (2006) developed a new
Lagrangian duality algorithm for VRPTW. Their ex-
perimental results showed that the method can solve
the problem to optimality for sizes up to 200 cus-
tomers. Bettinelli et al. (2011) considered a complex
variant of the VRP, which involves heterogeneous
fleet sizes, multidepot, and time windows. The au-
thors presented a column-generation frameworkwith
multiple exact and heuristic pricing and cutting tech-
niques. Moreover, Wen et al. (2011) considered a
similarly constrained problem, which contains mul-
tiperiod horizon, time windows for delivery, het-
erogeneous vehicles, drivers working regulations, and
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other constraints. The author proposed a mixed-integer
linear program (MILP) embedded in a multilevel local
search algorithm. Good-quality solutions dealing with
as many as 500 customers are generated by using real
case information. In addition, Desaulniers et al. (2017)
proposed exact algorithms for Electric VRPTW. The
results were tested with a maximum of 100 nodes.

Typically, exactmethodsusuallywork forhundredsof
customers, whereas metaheuristics or heuristic-based
relaxation algorithms can provide optimal or near-
optimal solutions for larger data sets. Furthermore,
there is limited work discussing the implementation of
algorithms on real-world, large-scale VRP problems.
Finally, it can be concluded that none of the previous
research combines all the comprehensive constraints
and detailed problem space as solved in this paper. Our
research fills this gap by solving VRPCCTR on large-
scale, real-life problems at DHL.

The contribution of our research can be summa-
rized in three points: (1) It studies an integrated ve-
hicle routing problem, which schedules complicated
route allocation and transportation-mode selection;
(2) it provides a high-efficiency metaheuristic that
routinely solves large-sized business problems in real
situations; and (3) the developed tool and solutions
are successfully applied to the network-mode opti-
mization at DHL Supply Chain North America, a
leading logistic company with complex operational
protocols and solution needs.

The data used in this study are provided by the trans-
portation team at DHL Supply Chain North America,
which includes networks in the United States, Mexico,
and Canada. The remainder of this paper is organized
in the following sequence of sections: Problem Descrip-
tions, Modeling and Solution Methods, NMOT Imple-
mentation, Practical Applications, Conclusions, and
Appendix (Mathematical Models and Results Comparison).

Problem Descriptions
DHL Supply Chain provides transportation network
operation, optimization, and consulting services to
their corporate customers. One of the key elements for
the success of DHL’s logistic services is optimization
of transportation costs. Data sent fromDHL’s existing
customers or potential customers are analyzed, and
tentative transportation-mode decisions are made
among dedicated fleets and other carrier providers. The
network assignments are then created and optimized. A
high-quality assignment solution will not only increase
the possibility of success in bidding for new contracts,
but also offer useful guidance for positioning fleet re-
sources on the network. DHL’s NMOT addresses a
novel problem that has received relatively scarce
attention in the previous studies, perhaps because
few organizations operate at our large scale.

•Make–buy decisions: Make–buy decisions are the
subcontracting decisions as to whether DHL operates
certain shipments with their dedicated fleets or out-
sources them to a common carrier.
• Shipments: Shipments are the items to be deliv-

ered between locations. In the model, they represent
the weights of cargo that requires transportation
from a DHL warehouse to a destination site in a
specific time window (i.e., the time between the
moment the cargo becomes available at the origin
warehouse and the time the cargo must be delivered
at the destination location, subject to the destination’s
work shifts). Each shipment likely represents a spe-
cific cargo class that has a specific rating scheme or
service standard (e.g., machine classes may be eval-
uated and rated by both weight and volume con-
straints; chemicalmaterialsmay need to be shipped in
separate trailers). The model thus requires sophisti-
cated subcomponents to handle all the parts and
aspects of the shipments.
• Routes: Routes are multistop Hamiltonian cycles

for transporting shipments. In the VRPTRCC model,
the routes represent different transportation modes
from the origin to the destination within the required
timewindow and layovers. Routes may be direct (one
arc from origin to destination) or multistop (con-
sisting of a series of arcs between consecutive desti-
nations visited by the route). The definition of a route
includes every aspect of the trip: capacity of the
trailer, time of arrival and departure at each stop, cost,
modes (dedicated fleet or common carriers), layovers,
shipment classes, travel distances, and so forth.
•Capacity constraints: For every arc of every route,

the total weight and volume associated with the
shipments routed through a multistop arc must be
less than or equal to the arc’s capacity. Therefore, the
NMOT allows oversized shipments to be outsourced
through a make–buy decision. In addition, for ex-
ample, our NMOTwill also evaluate and optimize the
cost reduction of shipping oversized shipments to
consolidation hubs by separate trailers.
• Time regulations: Each customer has a pre-

specified time interval for delivery. In addition, truck
drivers are constrained by additional time regulations
likeworking-hour limits and layover limits. Each time
the driver hits a working-hour limit, he or she needs to
take a break (layover). Thus, any feasible route must
serve all the customers within their time windows,
observing all the time regulations.
• Additional constraints: The NMOT involves de-

tailed operational constraints, suchasmaximumallowed
layovers, maximum allowed driving range between
each layover, maximum allowed distance per route,
weekend delivery allowance, maximum allowed intra-
node distance, and so on. Including all the constraints
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will make the combinatorial network huge and, thus,
challenging to solve within acceptable time limits.

• Cost decomposition: After generating the opti-
mal network mode solutions, the NMOT will decom-
pose the optimal route costs by the shipment level.
This process automatesDHL’s CostModel (CM) rating
formulas, which allows the NMOT to give its users a
quoted cost for each shipment.

Figure 1 illustrates a representative map of the
network. Under the structure of the VRPTRCC sys-
tem, each warehouse as a depot must have enough
associated freight vehicles to supply all the demands.
With shipments assigned to warehouses, each driver
will take charge of a route, visit the customers exactly
one time, and make on-time package deliveries. After
the final delivery of his or her route, the driver will
return to the depot, thereby forming a so-called Hamil-
tonian cycle. No late delivery or extra layovers exceeding
the constraints are allowed. For certain shipments or
routes, outsourcing froma third-party carrier can reduce
overall network costs. DHL officials will diagnose
such opportunities and make decisions.

Clearly, the number of feasible solutions for this
combinatorial optimization problem increases ex-
ponentially with the number of customers to be ser-
viced. Because the problem scale may range from
many hundreds to half a million shipments and large
numbers of distribution centers, previous solution
processes are of low efficiency. The previous solution
process relied on routing with multiple commercial
software programs and manual make–buy decisions.
This process ordered the power of multiple software
programs and the expertise from the transportation

analysts in two stages. When dealing with a large
shipment file, repeatedly using multiple software
programs not only is time consuming, but also pro-
duces less satisfactory results. In addition, because
the previous process required the intervention from
analysts to finalize the mode decisions, the solution
quality could also be impacted by the experience and
skill of the analysts.
The primary mathematical objective is to minimize

the total cost of moving all shipments from DHL
warehouses to their assigned destinations. A typical
planning horizon is two weeks before biddings or
operations, and the problem is mostly solved by
season with historical or predicted data. A built-in
assumption—establishedmany years ago by industry
conventions—is that each shipment is preassigned
to a depot, and the depots work independently, ex-
cept for cases in which the destination for a shipment
may be a depot as well. Relaxing this assumption
opens up tremendous opportunities to iterate or
parallel multiple depots to solve VRPTRCC.

Previous Process
Prior to our project, the steps in Table 1 were used to
assist the decision-making process.
This process can be lengthy and requires the trans-

fer of information between multiple software pro-
grams with no quality guarantee. Another long-term
drawback of this process is that commercial software
standardizes the VRP optimizations, which makes
it impossible to add DHL’s tailored objective and
constraints. These disadvantages often result in highly
impractical solutions (e.g., the minimized total distance

Figure 1. (Color online) The Map Shows a General Location of DCs and Mixed Types of Deliveries Within the DHL Supply
Chain Transportation Network in the Midwest and Northeast Sections of the United States
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does not always indicate a minimized route cost).
Certain constraints (i.e., make–buy decisions, layovers,
and additional constraints) cannot be added to the
software, limiting the previous process from gener-
ating accurate solutions.

Expectations for the NMOT
Given the drawbacks of the previous process, the
following key expectations for the NMOT software
were articulated by the leadership of DHL Supply
Chain North America:

• Can be added to the standard control report
process to quickly interpret fleet potential;

• Increases the accuracy for determining DHL fleet
and subcontracted common-carrier decisions;

•Decreases the time it takes to make such planning
decisions—estimated savings of at least 1,200 hours
per year;

• Increases the promised savings on managed
transportation deals, thus improvingwin probability;

• Grows fleet business; and
•Maintains control of the costs of developing an in-

house tool and training the users.
To achieve these goals, the cost-oriented ant colony

optimization is to be developed.

Modeling and Solution Methods
The NMOTmodel optimizes the transportation strat-
egies within DHL Supply Chain and helps analysts
quickly make better-informed decisions to drive top-
line growth and achieve bottom-line savings. Spe-
cifically, the NMOT solves the VRPTRCC with three
hybrid ACO-based algorithms. The total cost of rout-
ing the shipments is minimized over all the feasible
assignments from the make–buy decisions—that is,
those that satisfy both the assignment and opera-
tional constraints. This cost includes the fixed cost in-
curred for the use of any route, as well as the variable
cost incurred for multistop routing and schedul-
ing. We can mathematically formulate the VRPTRCC
model (Mixed Integer Linear Programming Model
in the appendix) as an MILP. In this model, the key

decisions are which transportation modes to use and
how many resources to place on each distribution
center. The objective function is formulated to mini-
mize the network cost combining fleet routes and
third-party carriers’ services. We use this model as
the benchmark to examine the solution quality of
the NMOT.
From our literature review and DHL’s expertise,

we identified a number of methods for finding an
optimal or high-quality solution for variants of VRPs;
these methods include commercial routing soft-
ware, routing-specific software libraries, heuristic/
metaheuristic methods, and optimization routing
software libraries, such as Gurobi, IOLG CPLEX,
Google OR-Tools, and others. To choose among
these methods, we used the requirements discussed
below to evaluate the alternatives.
Firstly, solution time is an important metric for

the performance of the NMOT. The developed tool
should produce optimal or near-optimal solutions
quickly. Because the scale of our problem can be as
huge as half a million shipments, the required time
for a medium-sized problem (e.g., thousands of ship-
ments) should be within about two hours. The second
standard is the optimality. Solutions must be optimal
for small cases or near-optimal for the large-sized
cases. We use the term near-optimal for results that
are within approximately 5% of optimal. If a solution
is not optimal, there should be no “obvious” im-
provements (i.e., improvements that can be recog-
nized by simple inspection). Next, the tool should
cover flexibility and expandability—that is, the func-
tionality of the NMOT can be extended and cover
additional requirements. For instance, after discus-
sions with the transportation analysts at DHL Supply
Chain, we added an option in the developer sheet to
solve an Open-Depot VRP, which permits the vehicle
to stay at the last stop without traveling back to the
depot. This is a specific resource-reallocation need
for DHL Supply Chain. This particular feature can
be added to the model through additional con-
straints in the corresponding VRPTRCCmodel and

Table 1. Descriptions of the Previous Procedures at DHL Supply Chain

Steps Previous procedures Average time (hours)

1 Extract and clean raw shipments information from the database. 8
2 Preprocess the data, sample the subsets, and make initial

transportation-mode decisionsmanuallywith specified constraints.
16

3 Route the trips and schedule the freight resources with multiple
standard commercial software based on mileage ranges.

32

4 Allocate the route cost to each shipment and compare this with the
transactional common carrier cost obtained from multiple sources.

24

5 Take the remaining dedicated shipments and repeat the routing
procedures.

32

6 Finally, quote the solutions and make proposals to the customers. 8
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preprocessing of the distance matrices. Also, certain
stores and warehouses do not accept weekend de-
liveries, so the tool should satisfy the time-window
constraints and consider different delivery options.
While implementing the current versions of the
NMOT, we are continuing to add more function-
alities to the tool regarding additional constraints.
Finally, the usability for the analyst is a priority. Most
of the practitioners in DHL mentioned to the devel-
opment team that they prefer a Worksheet-built tool,
which can be user-friendly and connectable to their
regular work reports. In view of these requirements,
we decided to provide a hybrid metaheuristic–
optimization solution. Specifically, we used a tailored
ACO-based algorithm to be the main structure of our
search algorithm, with dynamic programming to op-
timize the local solutions within neighboring routes.

To refine the searching performance of regular
ACO methods, we adopted some optimization and
data-structure improvements. One of the key opti-
mization methods in the NMOT is dynamic program-
ming (DP). DP treats the problem as an exponential
tree and recursively applies the same reasoning to
each condensed subproblem (leaves) to solve the
polynomial-sized graphs until reaching the optimal
(Cormen et al. 2009). DP is widely used in finding
solutions to the shortest-path problem. To fully re-
lease the power of ACO and avoid unnecessary cal-
culation waste, we adopt DP in our local search (LS)
portion of the algorithm, in which only neighborhood
routes are optimized.

We design three scenarios to evaluate the perfor-
mance of the NMOT. First, we check the solution
quality with exact optimal solutions. The VRPTRCC
MILP model is solved with the Gurobi software tool
kit. Second, we quantify the savings by comparing the
NMOTwith the previous process. Third, we compare
NMOT with an alternative heuristic on selected proj-
ects. We describe the specific inputs needed to con-
struct the model and the tool in the NMOT Imple-
mentation and Practical Application sections.

Network Mode Optimization Tool
Implementation
We now discuss the NMOT implementation in more
detail. In particular, we discuss the inputs required to
construct the model as described in the Modeling and
Solution Methods section and the preprocessing ef-
forts we generated using the available DHL database.
Similarly, we discuss the necessary lessons to guide
the DHL stakeholders by solving the VRPTRCC model.
In addition, we describe the stages in which we improve
the NMOT algorithms and how the variants differ from
each other. Finally, we discuss error handling and con-
tinuous performance improvement.

NMOT Inputs and Preprocessing Efforts
There are different settings for a problem run in the
NMOT. We may define it as a set of networks of
different depots in close or sparse geographic areas.
We may also define it to permit a mix of shipment
classes or aggregates and to split oversized shipments
through consolidation hubs. Different settings may
result in different preprocessing works and different
constraints in the model. For example, a setting of
homogeneous class on each trailer (mostly occurs for
chemical and medical companies) constrained the
shipment types to be routed together. If we allow
splitting and consolidating the oversized shipments,
then a different CM calculation may be required
because the pricing is different. Oncewe have defined
the problem, but prior to running the optimization
model, it is necessary to pick the representative data
and transform the initial data into the form that the
tool requires as input. Inaccuracies and inconsis-
tencies (e.g., missing digits in ZIP codes, longitude/
latitude mismatch, missing layover time/delivery
times, and weight/cube overcapacity) are identified
and corrected. Missing values are imputed, and his-
torical data are cherry-picked to estimate the future
demands (e.g., peak and off-season, statistical tests).
This preprocessing step prepares the input data files
based on the optimization settings, tool structure, and
format. In the past, DHL ran similar preprocessing
procedures for different purposes on multiple soft-
ware, such as bidding, routing, and other consolida-
tions.Now,we integrate these procedures in theNMOT.
The goal of the shipments preprocessing step is to

identify the attributes necessary for each delivery and
to generate a standard input and output template that
can be used in the optimization model. Beginning
with the extraction of data from DHL transportation
network systems, Figure 2 shows a summarized flow-
chart to complete the process.
Three underlying objects of theNMOTmodel struc-

ture are warehouses, shipments, and routes. The
optimization model requires the following specific
inputs to define an instance of the model:
•The origin distribution center,
• The shipment attributes (e.g., locations, weights,

and volumes),
• Distance matrix for any possible combination

of shipments,
• The transportation characteristics of the trailers

(e.g., speed, capacity, layovers, working hours, and
unloading time),
• The fixed transportation costs per day,
• The variable transportation cost (i.e., cost per

mile, cost per stop, etc.), and
• Tariffs from the contracted common carriers.
In practice, different customers may have different

delivery requests, which can be generalized as com-
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pound time-window inputs. Routes generally will
have the same capacity on every arc along the trip be-
cause the truck size will remain unchanged. As previ-
ously discussed, a particular option is designed to deal
with the oversized cases. To evaluate the cost-saving
opportunities that the NMOT model has identified,
users can use standard input files with our default
formats, which contain the regular operational con-
straints in DHL’s transportation network.

Development of the NMOT
The development and test of NMOT algorithms in-
volved three stages, or variants. We designate these
three variants as follows: Ant Colony System–Greedy
(ACS-Greedy), Ant Colony System Local Searches
(ACSLS), and Node-Removal Ant Colony System
Local Search (NR-ACSLS). In each of the stages, we
ran the algorithm on multiple historical projects, vi-
sualized the results on a map, and then communi-
cated with the transportation team. If any impractical
routes were observed, such routes and other affected
routes were rerun with the NMOT. The results from
NMOT reruns gave us insights to improve the algo-
rithms by either adjusting the parameters or using
new optimization techniques. Because heuristic al-
gorithms do not guarantee optimal solutions, study-
ing the drawbacks of the NMOT through the testing
and implementation was important to the success of
the project. In other words, through the three stages,
we improved the tool’s algorithms to better serve our
internal customers.

1. The first stage of our algorithm is called theACS-
Greedy. The direct execution is to apply ACO itera-
tions, assuming that DHL has sufficient trucks to
deliver all the shipments. Then, each route is evalu-
ated “greedily” as towhether itwould be cheaper fora
common-carrier delivery. The ACS-Greedymethodology
is straightforward and interpretable, yet the weak-
ness of this algorithm is also easily observed. First, we
found from our implementation that the derived
solution may be easily trapped into a local optimum,
especially for high-density areas. Apart from the
quality issue, we also observed that this version of the
NMOT is time consuming. For example, sometimes
there are obvious common-carrier opportunities, yet
the NMOT still carries those shipments through the
iterations and makes greedy make–buy decisions
after the last iteration. This wastes computation time,
often leading to suboptimal solutions.
2. Observing the weakness of the first version of

the NMOT, we researched and evaluated multiple
refinement scenarios and designed the updated al-
gorithm called ACSLS. In this version, we involved
DP as the local search-optimization model and sub-
merged the make–buy decision to the ant-searching
process. The performance of the NMOT is thus im-
proved, as seen in a few examples in the Results
Comparison section of the appendix.
3. The third version of the NMOT is called NR-

ACSLS. With the ACSLS algorithm, the NMOT had
assisted the routine transportation projects with sat-
isfactory results. However, we realized that under

Figure 2. Preprocessing Data Steps Used in Previous Process and the NMOT
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particular circumstances, ACSLS may decide to out-
source an entire route, whereas outsourcing one or two
nodes from the route would produce a slightly better
solution. For instance, by running ACSLS, the route in
Figure 3 will be outsourced to a common carrier, be-
cause thededicated route cost is $170+ $70 + $60 = $300,
and the corresponding common carrier cost is $130 +
$90 + $50 = $270. However, if we consider excluding
node C from the route, the network cost decreases to
$130 + $70 + $60 = $260. NR-ACSLS will run a fixed
number of iterations or until a prespecified conver-
gence criterion is achieved. In each iteration, we first
route the shipments by ACSLS, then compare the
route costs and the common-carrier costs (e.g., step 1
in Figure 4). Next, if certain shipments/routes are not
cost-efficient on dedicated fleet, they will be removed
and outsourced to common carriers (e.g., step 2 in
Figure 4). The node-removal (NR) ACSLS procedures
are continued until no third-party shipments can be
turned back to routes. Finally, if there are still some
routes that are more expensive than common car-
riers, the nodes or the routes will be sent to com-
mon carriers.

The continuing development of NMOT algorithms
is a process of error handling and performance im-
provement. With the repeated test and evaluation by
the teamand transportation analysts,we diagnose the
drawbacks of the model, refine them, and rule out

certain boundary conditions. The tool can even report
and send feedback through error-message boxes
when the user makes some mistakes in usage. Visu-
alizing the outputs, especially the routes, is another
challenge for most of commercial routing software. In
the NMOT, we provided two options: If you have
access to the Internet, a “Map” macro will cast your
routes to Bing Map, so that you will have a timely
detailed graph of the routes; otherwise, amacro called
our developed R mapping application programming
interface can give you a neat, straight-line route
visualization.

Challenges of Integrating the NMOT in the
Bidding Process
Another important aspect of the NMOT’s imple-
mentation at DHL is the output processing. During
initial testing and implementation stages,we received
many enhancement suggestions. For example, some
analysts did not agree with the cost-decomposition
formulae built in the tool.Whereas corporate business
analysts believed that weights should be the main
capacity constraint, sector business analysts pre-
ferred to focus on the volume constraints. Other an-
alysts suggested to enrich the NMOT’s general out-
puts (i.e., summary statistics, route-sequence labels,
transportation-mode comparisons, etc.) so that they
can integrate the outputs directly to the downstream
reporting software. The aforementioned feedback was
collected through numerous interdepartmental meet-
ings, analysts’ interviews, and surveys. The NMOT
team then studied the standard workflows of the
bidding projects, rebuilt the output formats, and
updated the cost-decomposition formulae. Further-
more, some analysts complained that new users who
are not familiar with the NMOT may have limited
ideas of how to avoid errors. To avoid this issue, we
wrote and revised the NMOT user manuals. We also
scheduled workshops to train new employees on the
NMOT. In summary, using the NMOT will result in

Figure 3. (Color online) Sample Route that Favors Node
Removal: The Costs Are (Decomposed Cost, Common-
Carrier Cost)

Figure 4. (Color online) Algorithm Iterations: Make–Buy Decisions
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routes with low network costs that are embedded in
the DHL bidding process.

Figure 5 shows the process flow for current
transportation-mode decision projects at DHL Supply
Chain after NMOT implementation. Previously, route op-
timization, resource scheduling, and freight consolidation
were carried out by using multiple commercial software
programs. Because these decisions were carried out
sequentially, to ensure goodquality of thefinal solution,
analysts had to execute numerous iterations for the
three aforementioned steps.

The NMOT automates and improves over the pre-
vious process by including the three decisions in one
run. It evaluates multiple solutions using a novel
ACO-based hybrid algorithm and outputs a better
solution in a considerably faster time than the pre-
vious manual process in Table 1. Average time per
project for the previous process was approximately
120 man-hours, within which 88 hours were spent in
steps 3, 4, and 5 (route optimization, resource sched-
uling, and freight consolidation), as shown in Table 1.
Step 3, which takes approximately eight hours, in the
current process using NMOT, replaces steps 3, 4,
and 5 from the previous process (see Table 2). The
NMOT built-in algorithm searches across millions
of possible solutions iteratively so that analysts are
able to spare more time on visualizing the solutions,
cost modeling, and preparing bidding proposals.

According to our survey of the transportation team
at DHL Supply Chain, transportation analysts work on
more than 100 projects annually. Currently, the NMOT
can be incorporated into the workflows of at least 15%
of the 100 projects, which leads to a savings of more
than 1,200 hours per year.

Practical Applications
User-Friendly VBA-Based Tool
In this section, we evaluate the quality of our Visual
Basics for Applications (VBA)-built optimization tool
by comparing the results with four alternatives, in-
cluding the Gurobi branch-and-cut solver. To illus-
trate how the NMOT optimizes the solution and
solving time, we implement the approaches with
ongoing projects from DHL Supply Chain North
America. Figure 6 gives us a vision of how our output
is visualized by the tool (apart from themodel-setting
pages and macros). The output sheet will provide the
transportation-mode decisions for each shipment—
“Dedicated Fleet” or “Common Carriers”—with its
decomposed cost calculated by CM. The “Rou-
tingOutput” page shows the detailed routes infor-
mation, whereas the “CommonCarrier” page lists the
shipments to be served by third parties and the cor-
responding costs. The “Route_Detail” page contains
the macros to map and visualize the routes. Finally, the
“Route_Summary” page summarizes the solutions.

Figure 5. (Color online) Current Process Using the NMOT and Quantified Time Savings

Table 2. Descriptions of the New Procedures at DHL Supply Chain

Steps New procedures Average time (hours)

1 Extract and clean raw shipments information from the database. 8
2 Preprocess the data, sample the subsets, and make initial

transportation-mode decisionsmanuallywith specified constraints.
16

3 Determine mode split decisions using NMOT. 8
4 Finally, evaluate the solutions and make proposals to the customers. 8
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Standard Input Parameters
Each homogeneous truck has 45,000 pounds of weight
and 3,000 cubic feet of capacity. Themaximum allowed
working time is 14 hours. If the time threshold is
exceeded, truck drivers will take a 10-hour layover.
There are atmost three layovers allowed for a round trip.
When truck drivers arrive at each customer site, it will
take them at least a half-hour to complete the unloading
works. The working time will be estimated based on
the cargos. The fixed cost for a truck is $200/day, and
the mileage charge is $2/mile. It costs $30 for each
unloading stop on the route. The average speed for the
truck is 55 miles/hour. If the tour distance between
the destination and its depot is more than 1,200 miles,

this shipment will be directly assigned to a common
carrier. The main inputs of the problem and the algo-
rithm parameters are summarized in Table 3.

Parameter Settings and Reoptimization
Sensitivity analyses on the input parameters help
NMOT practitioners draw meaningful conclusions
and identify savings opportunities for consulting
projects. For example, when the vehicle fixed costs
increase, it can be expected that more customer
deliveries are outsourced. However, long-haul trans-
portations are usually not sensitive to the fixed cost—
the Cost Per Mile and Cost Per Stop are more sig-
nificant, according to our implementation. The impact
of make–buy decisions on the structure of optimal
routes can be observed from Figure 4. The top panel
(step 1) assumes that all the shipments are deliv-
ered by dedicated fleet, whereas the bottom panel
(step 2) introduces common carriers. In this case,
better routes (i.e., with fewer turnovers) can be
constructed by making outsourcing decisions. This
might be due to the exclusion of certain customers,
owing to tight time windows, from the dedicated
fleet-routing plans.
In addition, users can try different algorithm set-

tings in the NMOT. On one hand, DHL analysts may
run the tool for routes within each independent
geographical region. The NMOT will store the initial
optimal solutions, geographical candidate lists, and arc
information and then merge partial graphs with less
computational efforts. On the other hand, one of the
advantages of ACO-based algorithms is their interpret-
ability, which allows the analysts to tune up the ACS
parameters. For example, experienced analysts conduct

Figure 6. (Color online) Representation of NMOT Model Solution for 3,085 Shipments

Table 3. Basic Input Parameters and ACS Parameters

Panel A. Input parameters

Capacity threshold (%) 90
Maximum number of layovers 3
Maximum working hours per day 14
Minimum unloading time (hours) 0.5
Unloading unit per hour 300
Maximum distance between stops (miles) 120
Cost per stop ($) 30
Cost per mile ($) 2
Fixed cost per day ($) 200
Average speed (miles/hour) 55
Maximum allowed distance (miles) 1,200

Panel B. ACS parameters

Number of colonies 50
Initial pheromone π0 1/total distance
Initial probability q0 0.9
Visibility parameter β 0.9
Initial evaporation ρ0 0.1
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extensive explorations using local search to break ties
between routeswith similar costs. Thus, theymayincrease
the number of colonies and decrease the visibility param-
eters to perform more iterations for dense areas. For sparse
areas, toomany iterationsmay be awaste of computational
efforts; therefore, increasing the value of initial pheromone
π0 may help the algorithm to converge faster.

Solution Analysis
In this section, we consider six real-life problems that
were solved by using the previous DHL process. The
actual shipment sizes range from 3,805 (as problem 5
in Table 4) to 147,185. We ran the NMOT on six dif-
ferent subareas of the large data sets, so that other
computational methods (for instance, the previous
process and the MILP model) can be run and com-
pared on these problems within reasonable time. The
six comparison problems in Table 4A range from 64 to
6,714 packages delivered within the planning period.
Information about the packages and depots used is
shown in Table 4A. Also included is the maximum
number of packages for a single depot (MaxNi), because
we are running the NMOT for the networks with
multiple depots. Each problem covers a local area in
the United States, as shown in Table 4A, although a
few of the shipments are delivered to distant states.

The data timeline ranges from one week to four
weeks, while weekend delivery is only allowed for
problem 2, for instances shown in Table 4A. The
variants of the NMOT are executed on a desktop of
Intel Core-I7 2.8 GHz with 8 G of RAM. The same
problems were then solved by Gurobi 8.1 with the
mathematical model provided in Mixed Integer Linear
Programming in the appendix, which was coded in
Python and threaded across eight cores. Gurobi by de-
fault solves an MILP using its built-in branch-and-cut
algorithms. For our problem, because the linear relaxa-
tion of the original formulation is extremely weak at
each node, the branch-and-bound treemay not be fully
enumerated within a reasonable time, even for a small
problem. Instead of relying on the default solver, we
generate two sets of valid inequalities that involve
solving a separation problem to identify the cuts se-
quentially when necessary. To add the user-defined
valid inequalities to the solver, two selections need to

be specified. First, we turn on thePreCrush=1 option in
Gurobi 8.1 and keep the solver’s cuts active. This will
allow our valid inequalities to be added dynamically
to each fractional node. Second, to cut off the frac-
tional solutions that are in maximum violation of the
constraints, we optimize the separation problem using
the two separation heuristics presented by Bard et al.
(2002). Then, we follow the default branching rule of
Gurobi until there is no gap between the upper bound
and lower bound or the solver fails to reach the op-
timal within the set time limit. Details of the cuts can
be found in Valid Inequalities for VRPTRCC in the
appendix. Thus, branch-and-cut methods are used
as a benchmark for comparing computational quality.
Despite this advantage, branch-and-cut is too ineffi-
cient to handle realistic problem sizes. Table 4B lists
the experimentation results using the NMOT and hu-
man schedulers. “Previous Process” shown in Table 4B
and Table A.2 compares the previous processwith the
current NMOT process. Results Comparison in the
appendix is a comprehensive comparison between
each of the proposed ACO-based algorithms and the
branch-and-cut solver.
As can be observed from Table 4B, the NMOT gen-

erated considerable time savings (more than 17 days)
and cost reductions for the three small-sized projects
(up to 27.3%). The cost reductions were achieved by
redesigning the network modes using the NMOT.
The analysts saved considerable timewith the NMOT
on planning-mode decisions compared with the
previous process—for example, more than 16 days
for problem 5. The users also acknowledged that the
standardized outputs increased their efficiency in
reporting. The “Decision” column in Table 4B shows
us the mode decisions generated by NMOT—Dedicated
Fleet or CommonCarriers. It indicates thatNMOT tends
to find more dedicated route opportunities than the
previous manual process.
Figure 7 depicts the routing and outsourcing de-

cisions for case 2. Six dedicated routes, including one
route in the depot’s city, cover 18 customers in the
corresponding cities. The “triangles” in Figure 7 are
common-carrier shipments. By closely looking into this
solution, it is not surprising that the customers located in
more remote areas tend to be outsourced.

Table 4A. The Complexity of the Six Problems by Comparing the Basic Shipment Information

Problem No. of depots N. (shipment size)
Max Ni. (max single

depot size)
Areas in the
United States Time periods Weekend delivery

1 1 80 80 Georgia 9/21/2018–9/25/2018 No
2 1 64 64 Louisiana 7/16/2018–7/22/2018 Yes
3 2 320 212 Midwest 1/13/2019–1/25/2019 No
4 3 526 387 Northeast 4/17/2018–4/26/2018 No
5 5 3,805 1,928 Midwest 1/24/2018–2/18/2018 No
6 7 6,714 3,897 West Coast 4/13/201–5/5/2018 No
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Run the NMOT on Bidding Projects
Besides the aforementioned comparison of solutions
from the NMOT with previously available solutions,
the NMOT can coarsely be evaluated by considering
the costs if only third-party (common carrier) deliv-
eries were performed. In fact, purely outsourcing the
shipments to a common carrier may cause a high
network cost, and the savings comparedwith this cost
cannot be achieved in practice. As a real-world test,
consider shipments from one of DHL’s partners, a
luxury car maker. Figure 8 and Table 5 document the
results from an NMOT implementation. Figure 8
summarizes the savings associated with 18,460 ship-
ments in U.S. dollars. The NMOT system heuristically
apportions the costs of routes to the costs of individual
package deliveries and compares the apportioned costs
with the third-party quote costs. Figure 8 shows the
information about routed packages for which it could
save money to hire a third party, based on appor-
tioned internal costs (“Save”). Also, the instances that
internal deliveries would not produce savings are
accounted for (“Not Save”). As shown in Figure 8, the
third-party cost is quite high for full delivery of all
packages, indicating that the internal costs are gen-
erally low. However, there are a few packages for
which hiring a third party would likely save money,
as evaluated by the apportionment. The detailed case-
study summary is shown in Table 5. In this project, the
NMOT allows a setting called one-way multistop, in
which specific operational constraints are customized
such that the vehicles stay at the last stop of the one-

way route instead of returning to the depot. Closed
loop, by its name, indicates our assumptions of the
VRPTRCC formulation in the appendix that all trucks
return to their depots. The third column in Table 5
denotes the savings percentage compared with the
corresponding common-carrier costs. Admittedly, this
recorded number of 48% in Table 5 is not the actual
savings for this project, because outsourcing the en-
tire less-than-truckload routing business to a com-
mon carrier is not a relevant option considered by
planners (far too expensive). Also, the improved
solutions only indirectly affect operations because
they are for planning to support bids for projects
and positioning resources for pickup by third parties.

Figure 7. (Color online) Routes Branching from a Depot

Figure 8. (Color online) Cost Savings Decomposition with
18,460 Shipments in a Test Problem
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The actual routing of vehicles continues to be done
by a series of software steps that do not involve the
NMOT. According to the estimates of DHL transportation
analysts, the actual savings compared with their previous
process generally exceeds 15%, but no more than 20%.

Managerial Insights and Business Impacts
By the high-quality solutions provided in Tables 4,
A.2, and 5, some meaningful insights can be derived.
Asmentioned in the ProblemDescriptions section, the
key step of the previous process is to route the shipments
with the standard commercial software. However, the
standard software only solves the problem heuristically
without incorporating anybusiness constraint—such as
layovers, driving-time limits, and common-carrier
options. Transportation analysts then have to tune
up the routes manually by breaking andmerging some
routes with parameters in Table 3, panel A. Finally,
those inefficient dedicated routes may be replaced
by the cheaper common-carrier services. These “greedy”
make–buy decisions had been applied for many years,
and replacing them with optimized decisions helps bid-
ders understand the realistic costs muchmore accurately.
Indeed, an optimized proposal with efficient network
planswill highly increase the chance for DHL tomaintain
their current customers and earn new businesses.

Before the implementation of the NMOT, we had
many rounds of discussions with the project man-
agers and the transportation analysts. Their feedback
confirms that the NMOT can quickly help them de-
termine cost-saving possibilities and efficient net-
work mode structures (i.e., dedicated fleet and/or com-
mon carriers). Consider the two examples in problems
2 and 5. Figure 7 shows the NMOT solution—for

instance, #2. As already discussed, customers that are
isolated tend to be outsourced.Moreover, those customers
either have full truckload demand or are a single cus-
tomer with a relatively smaller demand—that is, each
customer cannot be easily consolidated with other
less-than-truckload customers in one vehicle. Ana-
lysts previously would pick up the full-truckload cus-
tomers and outsource them to a common carrier before
checking whether they are beyond a threshold dis-
tance from the depot. In fact, under such circumstances,
a common carrier will usually provide a more com-
petitive cost for this delivery than running DHL’s
dedicated fleet. However, how to identify the threshold
distance is tricky for the schedulers, whereas theNMOT
can easily resolve the issue through its optimization
procedures. Analysts may try different fixed truck
costs and variable travel costs to accommodate the
customer’s requirements. As a result, the NMOT
automates the previous tedious mode decisions with
some useful insights. In problem 5, we observed a
saving of 27% compared with the previous process.
The shipments are muchmore densely distributed, so
that the previous process generated more impracti-
cal results. For instance, the longest route created
from the NMOT for this problem includes 15 stops,
whereas the previous process based on the commercial
software gave the analyst a route with 26 stops in the
same area. After considering the layovers and
unloading time, the 26-stop route has been broken
into three routes, which resulted in 13% higher cost.
Typically, a bidding project may take the analyst a

few weeks or even months to prepare the proposal, in
which the network mode optimization will occupy at
least half of the time. The implementation of the NMOT

Table 4B. Quantified Savings with NMOT

Problems

Previous process NMOT

Cost ($) Time (days) Decision Cost ($) Time (seconds) Decision Time savings (days) Cost reductions (%)

1 9,376.58 1.5 73/7 8,751.25 56.34 80/0 >1.4 6.71
2 21,037.56 0.5 14/50 20,228.68 12.50 18/46 >0.4 3.84
5 1,387,809.86 17 1,726/2,079 1,090,118.25 4,135.00 2,597/1,208 >16.7 27.30

Table 5. Estimates of the Savings Associated with 18,460 Shipments in a Test Problem
Compared with What It Would Cost to Deliver Everything with a Third Party (One of Our
Ways to Evaluate Benefits)

Cost by transportation modes Cost ($)
1 − NMOTCost

CommonCarriersCost
(%) No. of routes

No. of
shipments

One-way multistop 699,053.49 49.71 1,212 2,765
Closed loop 2,546,432.86 47.70 5,204 12,900
Third party (common carrier) 679,243.02 0.00 0 2,795
Total cost for DHL using NMOT 3,924,729.36 48.00 6,416 18,460

Note. Total common carrier surcharge (alternative): $7,152,504.30.
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provides the power to consider the make–buy decision
simultaneously in the optimization procedure. In
addition, the NMOT avoids a large burden of manual
tune-ups of the route orders and outsourcing deci-
sions, although it is still necessary to check the out-
puts. Although the NMOT is built on metaheuristic
algorithms, it can produce solutions that are believed
to be high quality, but it does not guarantee opti-
mality. DHL analysts had observed some undesirable
route subsequences from the NMOT solutions, which
means that the algorithms were trapped in the local
minima for those problems. As we mentioned in the
beginningof this paper, stochasticity has been excluded
in the model, so that the expertise of transportation
analysts is required to diagnose certain routes that may
not be able to satisfy the time-window constraints.

The routes with intersections may yield higher costs
as a result of additional travel distances. To mitigate
this, outsourcing the intersection-point shipments will
generate better routes. By excluding the unprofitable
customers from the dedicated fleet, NMOT greatly
improvesworkproductivity, as analysts donot have to
manually identify such routes. NMOT has already
resulted in tangible benefits. Considering projects 1, 2,
and 5 in Table A.2, the previous process gave the least
favorable results. And as the number of shipments
increases, the gap between the previous process and
the best solution also widens, from 8.09% to 27.30%.
Notice that we observed a maximum of 27% savings
through our implementations. In fact, the cost re-
ductions produced by the NMOT have helped DHL
provide better transportation-mode decisions than be-
fore, leading to more competitive bidding proposals.
Moreover, the time savingswith theNMOThave allowed
the analysts to putmore efforts intodownstreamworks—
that is, visualizing mode decisions, preparing proposal
reports, and actual route operations involving traffic,
schedule, common-carrier rate, and so forth.

Conclusions
In this paper, we discuss a business problem en-
countered by DHL Supply Chain North America,
which operates a large and complicated transportation
network. We describe the previous processes in pre-
paring solutions, analyze theweaknesses, and provide
solid optimization models. We describe a tailored
high-performance tool that we designed to solve this
large-scale, NP-hard problem. Also, we propose
multiple solutionmethods, including theNR-ACSLS
method, which outperforms the alternative methods
on all the test cases. The implementation of this al-
gorithm in the DHL supply chain is estimated to save
in excess of $5 million per year, mainly by permitting
the project-bidding teams to recruit delivery busi-
ness that improves profitability.

The optimization models were researched and de-
veloped by authors affiliated with DHL and in col-
laboration with The Ohio State University. The NMOT
is currently in use for planning shipment allocations,
vehicle routes, and purchases of third-party logistics.
The methods are contributing to millions of added
profits for DHL and its customers by reducing per-
sonnel, fuel, and third-party costs in North America
annually. A clear extension of the work to other
branches of DHL is an obvious next step. In the
meantime, we are developing and implementing an-
other improved version of the NMOT to deal with
heterogeneous fleet sizes, Open-depot VRPTRCC, and
delivery-pick-up VRP altogether. Another aspect of
the future work is to transfer the NOMT from Excel-
VBA to Python with a graphical user interface, which
is under test and implementation and of high com-
mercial value to a broader market.

Appendix. Mathematical Models and
Results Comparison
Mixed-Integer Linear Programming Model
In this section, the Vehicle Routing Problem with Time
Regulations and Common Carriers is formulated and is
shown in Table A.1. We use the following notations for the
problem parameters and variables. We formulate the
problem with an arc-based model. Adulyasak et al. (2015)
mentioned that the compact formulations with vehicle
indices are suitable for most VRP cases, whereas if the
vehicle routes are predefined or there are fewpossibilities to
detour to other clusters, it is more appropriate to use set-
partition formulations. Some efforts are also devoted to
improving the performance of the model.

Sets.
I: Customers from depot d, where i ∈ I = {I1, I2, . . ., Id}
I0: Nodes from a particular depot, which includes the

customer set I and the depot 0
V: Vehicles from depot d, where k ∈ V = R = {1, 2, . . ., Vd}.

Parameters.
ei: Earliest service time at node i, which is the earliest

acceptable delivery time
ai: Latest service time at node i, which is defined as

scheduled latest delivery time
cij: Distance cost matrix from nodes i to j (i.e., the distance

multiplied by the cost per mile)
λi: Rated common carrier cost for shipment i
f: Fixed cost per day by using vehicle k
p: Cost per stop along the route

dmax: Maximum (max) allowed distance between internal
nodes on the same route

q: Capacity of the homogeneous fleet vehicles
µi: Unloading time at customer node i
b: Layover time, which is a fixed value of 10 hours
δ: Max allowed working time per layover
g: The estimated average speed of each vehicle k, which

is a fixed value of 55 mph
tmax: Max allowed time of duration for one route
wi: Demand at node i.
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Variables.

sijk: An integer variable indicates the service time of node j
from i on vehicle k

xijk: A binary variable indicates whether node i immediately
precedes j by vehicle k

yi: A binary variable denotes whether shipment i is
assigned to a common carrier or not

ljk: A binary variable indicates vehicle k taking a layover at
or immediately before node j

zk: A binary variable indicates whether vehicle k needs to
have the first layover

rk: A binary variable indicates whether vehicle k needs to
have the second layover

tk: Total time duration (in hours) of vehicle v on the route
ui: Product weights accumulated in a vehicle up to node i,

which is an integer variable
θk: Total number of days elapsed on route k.

The objective function (A.1) states that we want to
minimize the overall cost of transporting goods. Specifi-
cally, thecost includesfixedvehiclecostoneachroute ( f ·θk), the
summation of the mileage cost, and the stop cost along each
arc (i, j) by each vehicle k,

∑
i∈I0

∑
i∈I0xijk · (cij + p). Because this

term involves one extra stop cost charged at the depot, we
need to subtract it

∑
i∈I0xi0k · p. Next, we sum the above costs

over the dedicated fleet and add in the shipments cost from
the common carriers

∑
i∈Iλi · yi. The first group of constraints

are related to the flow degrees in the network. The con-
straints (A.2) ensure that the flows enter in node j by
vehicle k should be the same as the flows leaving from j by
vehicle k. Constraints (A.3) state that the flow in the same
nodes is invalid—that is, xiik = 0. Constraints (A.4) ensure
that each customer i should be shipped by exactly one
mode—either on a dedicated fleet or being assigned to a

Table A.1. Mixed-Integer Linear Programming Formulation of the VRPTRCC

Objective function
Min

∑
k∈V

{
f ·θk +

∑
i∈I0

∑
j∈I0

xijk · (cij + p) − ∑
i∈I0

xi0k · p
}
+ ∑

i∈I
λi · yi (A.1)

Subject to:
Degree constraints∑

i∈I0
xijk �

∑
h∈I0

xjhk, ∀k ∈V, ∀j∈ I0 (A.2)

Xiik � 0, ∀i∈ I0,∀k ∈V (A.3)∑
k∈V

∑
j∈I0

xijk + yi � 1, ∀i ∈ I (A.4)∑
j∈I0

x0jk ≤ 1, ∀k ∈V (A.5)

Time-window constraints
aj · xijk ≥ sijk ≥ ej · xijk , ∀i∈ I0,∀j ∈ I,∀k ∈V (A.6)

sijk ≤
∑
h∈I0

shik + xijk ·
(
dij
g + µi

)
+ b · ljk,∀i∈ I,∀j∈ I0,∀k ∈V (A.7)

sijk ≥
∑
h∈I0

shik + xijk ·
(
dij
g + µi

)
+ b · ljk − (1 − xijk) ·M,∀i∈ I,∀j∈ I0,∀k ∈V (A.8)

Layover constraints∑
i∈I0

∑
j∈I0

xijk ·
(
dij
g + µi

)
≤ δ + 2 · δ · zk , ∀k ∈V (A.9)

∑
i∈I0

∑
j∈I0

xijk ·
(
dij
g + µi

)
≤ 2 · δ + δ · rk , ∀k ∈V (A.10)

rk + zk �
∑
j∈I0

ljk,∀k ∈V (A.11)

ljk ≤
∑
i∈I0

xijk ,∀j∈ I0,∀k ∈V (A.12)

Truck-capacity constraints
q + (wi − q) · ∑

k∈V
x0ik ≥ ui ≥wi, ∀i ∈ I (A.13)

ui − uj + q ·

(∑
k∈V

xijk

)
≤ q − wj,∀i, j∈ I (A.14)

Maximum-travel-time constraints
tmax ≥ tk ≥

∑
i∈I0

si0k −
∑
j∈I0

s0jk +
∑
j∈I0

x0jk ·
(
d0j
g

)
,∀k ∈V (A.15)

θk ≥ tk
24,∀k ∈V (A.16)

Intranode-distance constraints
dij · xijk ≤ dmax,∀i, j∈ I0,∀k ∈V (A.17)

Symmetry breaking inequalities
tk ≥ tk+1,∀k ∈V (A.18)

Integrality and nonnegativity constraints
xijk , yi, lik, rk , zk ∈ {0,1}, y0 � 0,∀i∈ I0,∀j ∈ I0,∀k ∈V (A.19)
tk ≥ 0, θk ∈Z+, sijk ≥ 0, ui ≥ 0, ,∀i∈ I,∀j∈ I0,∀k ∈V (A.20)
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common carrier. Constraints (A.5) specify that each vehicle
should be used at most once—that is,

∑
j∈I0x0jk ≤ 1.

The second group of constraints respect the time-
window constraints. The service time of each customer j
by vehicle k from its potential predecessor i (sijk) is con-
strained with the time window of customer j multiplied
by xijk. If i does not precede j, then xijk = 0, and we have
the service time equal to 0. The idea is specified in
constraints (A.6). Constraints (A.7) are tighter for the service
time sijk because its value should be less than or equal to the
service time at node i (

∑
h∈I0shik), plus the time spent on

traveling from node i to node j (dijg ) and the unloading time of
customer i (µi) and the layover time, if node i is the im-
mediate predecessor of j. Notice that the term dij is the
distance between i and j, while g is the estimated average
speed of the vehicle. The term b · ljk specifies whether the
driver should take a layover before or once he reaches
customer j. If ljk = 1, then vehicle kwill take a 10-hour-length
layover immediately and continue the work afterward.
Furthermore, if i and j are not connected, the service-time
variable sijk is 0, which is forced by constraints (A.6).
Constraints (A.8) state the same concept as (A.7) in a reverse
direction. In other words, if i and j are connected, con-
straints (A.7) and (A.8) will give us the actual service time at
customer j as

∑
h∈I0 shik+ xijk · (dijg + µi) + b · ljk. Otherwise, the

term (1 − xijk) is 1, and a big numberM is multiplied to relax
this inequality. To accelerate the speed of the MILP solver,
the value of big M should be tight; here, we use the latest
delivery time among the customers (in hours) as M. Next,
weuse constraints (A.9,A.10) to checkwhether the vehicle k’s
driver should take layovers on the trip. If taking the first
layover is necessary for driver k, which means zk = 1, the
total working time,

∑
i∈I0

∑
j∈I0xijk · (dijg + µi), must be greater

than δ. While the second layover is required, the first lay-
over should be applied (zk = 1), and the total working time
on vehicle k,

∑
i∈I0

∑
j∈I0xijk · (dijg + µi), must be greater than the

double times of δ, which is 28 hours. In that case, then zk = 1
and rk = 1, the constraints (A.9) and the constraints (A.10)
are effective. In constraints (A.11), we compute the number
of layovers required on vehicle k (rk + z ) and let the value
equal

∑
j∈I0 ljk. The statement assigns the layovers to each

node j if it is on vehicle k. Constraints (A.12) state that the
value of the binary variable ljk should be at most

∑
i∈Ixijk.

(A.12) and (A.13) ensure the layovers are assigned to the
earliest node j on vehicle k; otherwise, if j is not on k,
then ljk = 0. Constraints (A.13) and (A.14) are weight-
capacity constraints, which cut off the infeasible routes
that exceed the capacity of the trucks. On the one hand, we
restrict the upper bound of weight up to node i. If i is di-
rectly preceded by the depot, then ui should be less than or
equal to the demand wi. Also, every demand should be
satisfied. Then, we conclude ui = wi. On the other hand, if
node i is not preceded by the depot 0, then ui is constrained
by q, and

∑
k∈Vx0ik � 0. Constraints (A.14) calculate the ac-

cumulated weights up to ui by the summation of its
demand wi and the accumulated weights from its immediate

predecessors by vehicle k,
∑

j∈Ixjik. Notice these two in-
equalities also ensure there must be an arc going out from
the depot; otherwise, there will be an infeasible inner
loop (subtour). We have proved the combo of subtour
elimination constraints (A.13) and (A.14) a valid inequality.
Next, we want to know the total time elapsed tk on the
vehicle k (travel + unloading + layovers) to check if the
travel time limit is violated and get the days vehicle k has
been used. The total time elapsed on vehicle k is evaluated by
constraints (A.15), where the value should be greater or equal
to the return time of vehicle k to the depot (

∑
i∈I0si0k) minus

serving time of this vehicle at the first stop (
∑

j∈I0s0jk) plus
the time taken from depot to the first stop (

∑
j∈I0x0jk · (d0jg )).

Constraints (A.15) also set the upper time limit for each
vehicle. If the limit is violated, the route is not feasible. tk is then
divided by 24 hours to obtain the days, θk, of using vehicle k.
Notice this value is an integer, which is the round-up of tk

24.
Foranyarc (i, j) tobe feasible, thedistance (dij) should bewithin
the intranode distance threshold dmax. Constraints (A.18)
break the symmetric solutions caused by the homogeneous
fleet size. Finally, the integrality constraints (A.19) and the
nonnegativity constrains (A.20) are given.

Valid Inequalities for VRPTRCC
All valid inequalities (VIs) for VRPTW are valid for VRPTRCC.
Yet, they may need to be strengthened to capture the
features of VRPTRCC, namely, the fact that the demand
can be outsourced to common carriers. So, we expect the
known inequalities to be tightened by reducing the right-
hand side by a quantity that reflects the outsourced cus-
tomer demand.

In our formulation, constraints (A.7, A.8) and (A.13,
A.14) are useful to remove subtours in the solutions. Al-
though we can show that (A.13, A.14) are stronger than
(A.7, A.8), they are still weaker than the following two sets
of VIs for the LP relaxation at each branching node (see
Yaman 2006):

• Subtour elimination constraints: A feasible solution for
VRPTRCC consists of a set of disjoint directed cycles, each
containing the depot and any number of customer loca-
tions. All other cycles in the graph indicate infeasibility and
need to be eliminated. Consider a customer set S, and let φS

be the minimum number of trucks needed to fulfill the
demand of customers in set S. Then the exponential size of
the subtour elimination constraint is∑

k∈V

∑
i∈S

∑
j∈S, i≠j

xijk ≤ |S| − φS −
∑
i∈S

yi, ∀S⊆ I, (A.21)

where S is can be any possible subset of the customers set I.
Note that the size of S is exponential, which requires us to
pick the most violated ones dynamically and add them
to the solver once necessary. Inequality (A.21) specifies that
thetotalflowsinsetSmustbe less thanorequal to thecardinality
of S minus the sum of minimum number of required trucks
for set S and the number of outsourced customers.

• Lifted subtour elimination constraints—Dk
.

and Dk
.

in-
equalities: Fischetti and Toth (1997) designed the two lifted
constraints for TSP, and Bard et al. (2002) extended them to
VRPTW. Here, we modify the two constraints so that it fits for
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VRPTRCC. In general, a set of l nodes {i1, i2, ..., il} ⊆ I, 3 ≤ l ≤ |I|,
satisfy the following two constraints

∑l−1
j�1

xijij+1k + xili1k + 2 ·
∑l−1
j�2

xiji1k +
∑l−1
j�3

∑j−1
h�2

xijih ≤ l − 1

−∑l

i�1
yi, ∀k ∈V, (A.22)

∑l−1
j�1

xijij+1k + xili1k + 2 ·
∑l

j�3
xi1 ijk +

∑l

j�4

∑j−1
h�3

xijih ≤ l − 1

−∑l

i�1
yi, ∀k ∈V, (A.23)

where the two lifted constraints ensure the double weights,
from il → i1 or vice versa, that are significant and there is no
cycle in l. Again, we extend the two inequalities here to
include the consideration of common carriers.

The number of VIs generated in the branch-and-cut al-
gorithm greatly rely on the order of invoking VIs. The
implementation first identifies the violated subtour elimi-
nation constraints at each enumeration node, followed by
the search for the violated Dk

.
and Dk

.
inequalities. To en-

sure that each invoked VI cuts off the infeasible fractional
solutions, it is necessary to solve the separation problems
for the two types of VIs. Because the procedure of opti-
mizing the separation problem is NP-hard (see Eisenbrand
1999), researchers adopt polynomial heuristics to speed
up the process. Our work uses the two separation heuristics
for subtour elimination constraints introduced by Bard
et al. (2002). If no more cuts can be generated that in-
crease the LP lower bounds, then the Gurobi solver con-
tinues to branch the next node.

Additional Symmetry-Breaking Scenarios
Finally, we briefly explore some symmetry-breaking rules
in addition to the main symmetry-breaking con-
straint (A.18). The same trips with different indices can
hopelessly slow down an MIP solution by requiring the solver
to explore many alternative, equivalent solutions—so-called
symmetric solutions (Francois 2010). To avoid this issue, we
rank paths as follows:

Rule 1: If no vehicle k can service a pair of customers i, j
without violating the time-window constraints, then two
separate vehiclesmust be used to visit them. In otherwords,
whatever is the node first visited, the service time at the
other node can never begin before the latest time window
unless another vehicle is used. This condition can be per-
formed during the preprocessing procedure, such that if
nodes 1 and 2 cannot be routed together, then we have the
case: x12k = s12k = x21k = s21k = 0, ∀k ∈ V. Similarly, all the
nodes that satisfy this condition are set to zero, and part of
the associated constraints can be eliminated.

Rule 2: Still during the preprocessing step, suppose
customer i and j are visited by the same vehicle k. Suppose
the summation of the earliest start time ei and the work-
ing time between i and j, (dijg + µi), exceed the latest delivery
time at node j aj. Then, i cannot be visited before j, such
that xijk = 0. For such i and j, xijk = sijk = 0,∀k ∈ V.Again, part
of the associated constraints can be eliminated.

Results Comparison
The ACS-Greedy without candidate sets and local im-
provement is included to clarify the practical benefits of
those inclusions in terms of solution quality. The compu-
tational benefits of candidate set almost offset the costs of
local searches (ACSLS), making ACSLS computationally
outperform ACS-Greedy. As an alternative procedure, we
tailored the tabu search heuristic described in Alcaraz
et al. (2019) with candidate set and local search improve-
ments. Greedy make–buy is used here to decide which
shipments should be subcontracted. The length of the tabu
list is set as |I|

2 , which is suggested by the authors. The it-
eration number is chosen to be 500.

Outputs reported the best and the worst solutions pro-
duced by different methods. Owing to personnel cost
considerations, calculations based on previous processes
are only available for cases 1, 2, and 5. For the initial three
cases, we ran 10 replications on each variant of the NMOT to
get the solutions and their averaged run time. If branch-and-
cut failed to give us a solution within 10 hours, we took the
best solution generated by our methods and calculated
the associated gaps instead. A linear relaxation was applied
in cases 4–6. Numerical results with the Gurobi Barrier

Figure A.1. (Color online) Convergence Plot for Variants of NMOT Algorithms
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Algorithm (not shown) indicate that the linear bounds
are weak. Another major output is the make–buy decision.
Finally, a 3,600-second cutoff is set to check the qualitywithin
time limits. In many situations, it is valuable for an opti-
mization tool to give high-quality solutions within accept-
able time.

The results in Table A.2 indicate that theusage of the newer
versions of the NMOT will not only help produce solutions
closer to optimality, but also speed up the computations. For
small cases that can be solved by branch-and-cut, ACS-Greedy
is able to obtain solutions whose objective values are within
8% of the optimal, whereas ACSLS improves the solution to
values within 5% of optimal. NR-ACSLS gives us the best
solution for case 1with only a 0.88% deviation, whereas both
ACSLS and NR-ACSLS achieved the optimal (0.00%) for
case 2 and the smallest deviation for case 3 (2.32%). For cases
that cannot be solved by branch-and-cut, NR-ACSLS always

obtains the best solution, whereas ACSLS gets comparable
results. The solution deviation betweenACS-Greedy and the
best variant reaches the peak at case 5. Ifwe consider theworst-
case solutions, the quality of NR-ACSLS is the best in all of the
six cases, whereas ACS-Greedy still performed the worst.

In terms of run time, branch-and-cut is obviously the
worst for the test problems. In case 2 with 64 shipments, it
takes more than 350 times as long as it does with primary
ACS-Greedy method, and it failed to solve cases 4–6. With
the increase of data sizes, we observe a pattern that the
NR-ACSLS is the fastest method, whereas ACS-Greedy is
the slowest.

When a 3,600-second cutoff was implemented, the branch-
and-cut solver failed to produce any solution for all the in-
stances. It should be emphasized that our objective was
not to exceed the previous solution quality, but to de-
velop a user-friendly tool for large-scale VRPTRCC.

Table A.2. Computational Comparison with Gurobi Solver, Previous Process, and the Proposed ACO-Based Methods

Problem Previous process Tabu-LS Gurobi B&C ACS-Greedy ACSLS NR-ACSLS

Best solutions, $
1 9,376.58 9,017.34 8,674.80 8,867.68 8,751.25 8,751.25
2 21,037.56 20,921.40 20,228.68 20,598.55 20,228.68 20,228.68
3 — 40,909.15 38,701.79 41,481.87 40,642.12 39,599.67
4 — 281,364.78 — 284,978.64 278,654.44 274,771.36
5 1,387,809.86 1,215,376.00 — 1,183,507.31 1,097,233.46 1,090,118.25
6 — 3,521,623.91 — 3,452,139.04 3,380,794.20 3,346,850.82

Worst solutions, $
1 9,476.58 9,413.56 8,674.80 9,297.99 8,998.30 8,998.30
2 23,579.10 22,184.82 20,228.68 20,650.74 20,511.35 20,421.06
3 — 42,975.67 38,701.79 41,911.22 41,337.26 40,497.29
4 — 287,398.34 — 287,593.79 284,351.29 280,416.83
5 1,387,809.86 1,235,217.38 — 1,200,766.45 1,120,699.27 1,118,126.46
6 — 3,592,281.95 — 3,501,278.42 3,412,596.20 3,379,506.18

CPU time average (seconds)
1 1.5 days 48.50 15,265.45 53.90 48.25 56.34
2 6 hours 15.70 8,971.30 5.07 10.65 12.50
3 — 30.60 30,389.24 27.88 22.64 15.22
4 — 428.90 >36,000 367.78 295.60 169.74
5 4.25 weeks 11,258.40 >36,000 7,567.00 6,398.00 4,135.00
6 — 14,935.20 >36,000 12,105.00 8,975.00 5,870.00

Optimal development, %
1 8.09 3.95 0.00 2.22 0.88 0.88
2 3.99 3.42 0.00 1.87 0.00 0.00
3 — 5.70 0.00 7.18 3.01 2.32
4 — 2.40 — 3.71 1.41 Best
5 27.30 11.49 — 8.57 0.65 Best
6 — 5.22 — 3.15 1.01 Best

Best decisions: dedicated fleet/common carriers
1 73/7 78/2 80/0 80/0 80/0 80/0
2 14/50 22/42 18/46 20/44 18/46 18/46
3 — 118/202 126/194 114/206 118/202 123/197
4 — 342/184 — 338/188 340/186 346/180
5 1,726/2,079 2,319/1,486 — 2,547/1,258 2,589/1,216 2,597/1,208
6 — 2,941/3,773 — 2,986/3,728 3,014/3,700 3,020/3,694

Best solutions: 3,600-second cutoff, $
1 — 9,017.34 8,797.38 8,867.68 8,751.25 8,751.25
2 — 20,921.40 20,729.19 20,598.55 20,228.68 20,228.68
3 — 40,909.15 53,503.90 41,481.87 40,642.12 39,987.26
4 — 281,364.78 359,996.86 284,978.64 278,654.44 274,771.36
5 — 1,225,748.49 1,869,950.50 1,251,306.10 1,210,456.89 1,213,849.49
6 — 3,531,275.85 5,912,694.35 3,766,312.47 3,498,295.22 3,475,167.40
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Although ACS-Greedy lost in the solution quality, all the
improved approaches proved suitable for this problem,
because they can easily handle larger-size data sets. For
problem 6, for instance, branch-and-cut solver produced a
solution of $5,912,694.35, which is 57.0% worse than the
output from ACS-Greedy.

Finally, tabu local search generated worse results than
ACS-Greedy on four out of the six cases, and this method is
less stable than the three ACO-based heuristics. This ob-
servation was expected because tabu search performed
relatively poorly compared with population-based meta-
heuristics in previous studies—for example, see Alcaraz
et al. (2019) for suggestions for future research.

Figure A.1 illustrates how our algorithms converge with
case 2 as an example. Comparedwith ACS-Greedy, the other
two both reached the global optimal. From our observation,
Node-Removal ACS and ACSLS-Greedy are favored for a
stable and near-optimal solution for most cases.
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Verification Letter
Jon Cox, Director, Solutions Design North America, DHL
Supply Chain, 570 Polaris Parkway, Westerville, OH
43202 writes:

“I am writing this verification letter to state that the
manuscript titled ‘Network Mode Optimization for the
DHL Supply Chain’ has considered a real problem at DHL
Supply Chain. Generally, transportation solutions are inter-
connected between subcontracted solutions and dedicated
fleet solutions where subsets of shipments will be tendered to
LTL/TL/intermodal carriers and the remainders of the ship-
ments contracted to a private fleet based on cost and service.

“Previous to this project, the solving process was cum-
bersome and required the transfer of information between
multiple software. Also, we were not guaranteed that this
process would derive near optimal solutions. We collabo-
ratedwith the authors and provided data to capture the real
network and to conform to our operational protocols. The
method that they generated has been implemented with
significant increases in profitability resulting. We estimate
(conservatively) that the software has increased profits for
the DHL Supply Chain and its customers by $5M annually.
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It has done this by adding customers won through bidding,
better preparation of fleet resources, and better subcon-
tracting decisions including related pricing.”
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machine learning techniques.
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State University. He heads the Security and Efficiency
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INFORMS, and the associate editor of Computers & In-
dustrial Engineering.
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