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Abstract. Meituan pioneered an on-demand food delivery service in China, which allows 
consumers to place food orders online for fast delivery. Leveraging its minute-level delivery 
network and boasting more than five million active couriers, Meituan delivers more than 60 
million orders daily, ranking it as the world’s largest in terms of order volume and courier 
count. It has transformed itself into one of China’s most critical delivery infrastructure provi
ders. To meet its service commitment to customers and improve the working experience of 
its couriers, Meituan must continuously optimize its order assignment decisions. Thus, it 
developed a real-time intelligent dispatch system, including a set of algorithms based on 
operations research and machine learning techniques, to precisely model the assignment 
problem in a dynamic and uncertain environment, and solved this NP-hard problem in sec
onds generating a high-quality solution. Since implementing this dispatch system in 2019, 
Meituan has realized a decrease of 20.96% in average order delivery time and 23.77% in aver
age courier traveling distance per order. In addition, the system contributes to cost reductions 
of about $0.23 billion annually. Moreover, the dispatch system enabled other new digital 
economy business formats, such as Meituan Instashopping and Meituan Grocery, to thrive.

Keywords: order assignment problem • pickup and delivery problem • multiobjective optimization problem • combinatorial optimization •
graph representation learning • machine learning • inverse reinforcement learning • Edelman Award

Introduction
In recent years, Meituan has pioneered an on-demand 
food delivery service in China, encompassing more than 
five million active couriers, covering more than 3,000 cit
ies, providing more than 9.3 million merchants and 687 
million consumers with a reliable and fast pickup and 
delivery process, and delivering more than 60 million 
orders each day. With a mere few clicks, consumers can 
enjoy delicious meals without leaving their homes, all 
delivered to their doorsteps within just a few dozen min
utes. Meituan now holds the largest share of the Chinese 
on-demand food delivery market. Its minute-level deliv
ery network has rapidly grown into the largest global 
one and evolved to be one of the most important domes
tic infrastructures in China.

Consumers anywhere in China can use this service to 
place food orders. Accordingly, the dispatch system of the 
delivery platform collects newly placed orders, notifies 
the corresponding merchants, and then assigns the orders 
to couriers who are responsible for the pickup and deliv
ery of the orders. Meanwhile, the assignment procedure 
must seek a sophisticated equilibrium to satisfy several 
key stakeholders involved in the delivery transactions: 
consumers want their food delivered within the promised 
delivery period, merchants hope their food is served fresh 
to satisfy their consumers, and couriers want to deliver a 
sufficient number of orders to allow them to make decent 
wages in a safe and stable environment. Figure 1 shows 
the overall process, including the platform and stake
holders involved in this on-demand food delivery service.
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In Chinese culture, food is the primary sustenance in 
people’s lives, and the assignment quality of the dispatch 
system greatly impacts the experiences of hundreds of 
millions of consumers. Moreover, the accumulated trav
eling distance of all the couriers in a given day equals the 
number of miles required to circle the earth approxi
mately 1,500 times. High-quality assignments can effec
tively shorten couriers’ daily routes while providing 
them satisfactory incomes, and lead to a significant 
reduction in carbon emissions (couriers typically use 
e-bikes for their deliveries; in Appendix A, we provide 
the calculation of an e-bike carbon footprint). Therefore, 
improving the assignment quality of the dispatch system 
constitutes a critical objective for the delivery platform. 
Meituan addressed these challenges through technologi
cal and analytical innovations and developments. It built 
a real-time intelligent dispatch system to continuously 
improve the assignment quality.

In the past few years, the dispatch system has evolved 
through four phases (Figure 2). In the initial phase 
(i.e., Phase 0), which was the manual assignment of 
couriers to orders, experienced dispatchers assigned the 
orders. The system next enabled automatic assignments 
of couriers to orders, one-by-one sequentially (i.e., not 
leveraging parallel computing capabilities), in a greedy 
manner (i.e., Phase 1), which soon encountered severe 
service quality degradation and unacceptable computa
tional time as the order volume grew rapidly. The plat
form then upgraded the system into an area-level batch 
assignment mode based on constructive heuristic meth
ods (i.e., Phase 2); this met the real-time requirements 
(within 10 seconds) but failed to ensure the assignment 
quality (i.e., the satisfaction of all stakeholder interests) 
as the daily order volume increased. The system finally 
evolved into Phase 3, which realized citywide optimal 
order assignment (OA) via operations research (OR) and 

Figure 1. (Color online) Meituan’s On-Demand Food Delivery Process, Which Includes Six Steps and Four Stakeholders (i.e., 
Consumer, Courier, Merchant, Platform) 

Note. (1) The consumer places an order on the platform, (2) the platform sends the order to the merchant and the merchant starts to prepare the 
food, (3) the platform generates routes for the order’s candidate couriers, (4) the platform assigns the order to an appropriate courier based on 
the generated routes, (5) the courier accepts the order and picks up the food, and (6) the courier delivers the food to the consumer.

Figure 2. Evolution of the Dispatch System as the Order Volume Increased 

Note. The steps in the evolution are as follows: (1) Phase 0, manual assignment of couriers to orders; (2) Phase 1, area-level one-by-one sequential 
order assignment based on a greedy policy; (3) Phase 2, area-level batch order assignment based on constructive heuristics; (4) Phase 3, citywide 
optimal order assignment based on operations research and machine learning methods.
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machine learning (ML) techniques and served as the cor
nerstone to support more than 60 million orders each 
day. Meanwhile, the research and development group of 
the dispatch system grew into a team of 30–40 people.

Practically, the dispatch procedures are executed every 
30 seconds at a city level. At each dispatch period, the 
dispatch system requires three stages to generate high- 
quality OA decisions (i.e., courier behavior estimation, 
courier candidate evaluation, and OA generation). The 
first two stages are used for modeling the OA problem, 
and the last stage is used to develop a high-quality assign
ment result. The dispatch procedure is shown in Figure 3.

Specifically, in the courier behavior estimation stage, the 
system formulates and solves the courier’s pickup and 
delivery route planning (RP) problem assuming a new 
order is assigned, providing the evaluation basis of the 
next stage. In the courier candidate evaluation stage, it calcu
lates the matching degree (MD) scores between each new 
order and available couriers, reflecting the requirements 
of each stakeholder. For example, “time score” represents 
the overtime severity (i.e., the extent to which the actual 
delivery time is later than the promised delivery time) of 
the order delivered by the courier, and “distance score” 
represents the total distance increase of the courier caused 
by the delivery of the order. OA generation focuses on 

solving the many (order)-to-one (courier) assignment 
problem to optimize the global MD scores.

Business Problem and Challenges
Problem Overview
In essence, the sequential dispatch process for OA for 
one day, as Figure 4 shows, can be formulated as a multi
period, multiobjective, combinatorial optimization prob
lem, which we define in Equation (B.1) in Appendix A. 
The current period’s dispatch decisions affect the OA 
results in the subsequent dispatch period by changing 
the courier’s status. Furthermore, the platform pursues 
global spatial-temporal optimality, that is, optimizing 
the maximum MD score across all orders and the cour
iers assigned in an entire day: {

PT
t�1 Fo∗

t }
O
o�1, instead of a 

single or a few dispatch periods, that is, {Fo∗
t }

O
o�1. We pro

vide explanations of the notation in Appendix B.

Technical Challenges
Modeling and solving the above multiperiod, multiob
jective decision problem in real time proved to be a 
challenging task. Consistent with the characteristics of 
on-demand food delivery service and OA problems, 
the technical challenges we encountered are as follows:

Figure 3. Dispatch Procedure, Which Is Implemented Every 30 Seconds at a City Level 

Note. (1) Courier behavior estimation formulates and solves the courier’s route planning problem, providing an evaluation basis for the next 
stage; (2) courier candidate evaluation calculates the matching degree scores between the new orders and couriers based on the results of Step 
(1); and (3) order assignment generation formulates and solves the order assignment problem to optimize the global matching degree scores, 
satisfying each stakeholder.
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Dynamic and Sequential Decision Process. In our set
ting, dispatch is a dynamic and sequential decision 
process, which executes every 30 seconds at a city level 
(Figure 4). At each dispatch moment, the system col
lects the newly arrived orders and the status of avail
able couriers, and then determines the best matching 
of the orders and available couriers. Because the sys
tem pursues global spatial-temporal optimality and 
the matching results of the current period will directly 
affect the results in subsequent periods, considering 
the influence of future information in the subsequent 
time steps is necessary to avoid greedy decisions and 
achieve long-term global optima.

However, predicting the future is difficult. The exact 
distributions of orders and courier status in the future, 
as well as the behavior of the couriers and the real- 
world environment are full of uncertainties, which fur
ther complicate the problem. Although we could use a 
simulation approach to address the uncertainties, build
ing a highly precise simulation system is expensive both 
financially and computationally and therefore difficult 
in our setting.

Balancing Multiple Objectives. As we describe previ
ously, OA should balance the goals of the various stake
holders. Consumers want to receive their food on time 
and exactly as ordered, merchants need the food to be 
served fresh to satisfy their consumers, couriers need to 

deliver a sufficient number of orders to allow them to 
make decent wages, and the platform’s goal is to operate 
the delivery service efficiently.

These dispatch objectives should be precisely mod
eled in the MD scores between orders and couriers, 
and accurately calculated in the dispatch procedure. 
Meanwhile, tradeoffs among these objectives should 
be made carefully to achieve long-term optimality of 
the entire system and all the stakeholders.

A common method used to address these multiob
jective problems is to combine the multiple objectives 
into a single combined objective using weights, a tech
nique referred to as a scalarization method (Gunantara 
2018). However, finding and calibrating the appropriate 
weights for different objectives is laborious and nontri
vial. The relative scales of the different objectives change 
dramatically during the various periods of each day. For 
example, couriers may deliver many more orders dur
ing peak hours compared with off-peak hours, which 
can cause enormous differences in the objectives. Thus, 
the weights should be adaptively updated to ensure 
long-term optimality. However, theoretical methods to 
guide the selection of such weights and guarantee long- 
term optimality are lacking, especially in such an online 
and dynamic setting.

Uncertainty. Uncertainty is an inevitable characteristic 
of the food delivery process. Unexpected events (e.g., 

Figure 4. (Color online) Sequential Dispatch Process 

Note. At each dispatch period, the dispatch system collects newly arrived orders and the status of available couriers and determines the best 
match between them.
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traffic jams), extended food preparation time by the mer
chants, and couriers’ personal preferences (e.g., some 
couriers prefer orders in business district A and some 
prefer business district B) will greatly affect couriers’ 
behaviors and the service quality of the related orders. 
However, the system can neither eliminate nor accu
rately predict these uncertainties. Moreover, the lack of 
adequate real-time monitoring of the status of couriers 
and merchants further increases the uncertainties.

As a result of these uncertainties, the system cannot 
make accurate point estimations on couriers’ behaviors, 
for example, when the courier will pick up or deliver the 
order. Modeling the MD score and making dispatch 
decisions based on the results of inaccurate estimation 
will weaken the effectiveness of dispatch decisions, 
thereby affecting the experiences of consumers, couriers, 
and merchants. As an example, if the merchant is slow in 
preparing the food, the courier must wait in the restau
rant until it is ready, which may cause the courier’s sub
sequent orders to be late and result in a conflict between 
the courier and the merchant. In addition, the impact of 
uncertainties will be further intensified by the courier’s 
current workload and external factors such as inclement 
weather.

Solving a Large-Scale NP-Hard Integer Programming 
Problem in Real Time. For each dispatch period, the 
many-to-one assignment problem is NP-hard. In our 
application, couriers are often assigned multiple orders 
for one delivery route, sometimes as many as five orders 
during the noon peak. Hence, the scale of our problem is 
significantly larger than a one-to-one problem. For exam
ple, the number of decision variables for a one-to-one 
assignment problem with N assignment objects is in the 
order of N2, whereas the number of decision variables 
for a five-to-one assignment problem with N assignment 
objects is in the order of N6. Furthermore, the MD scores 
between the couriers and orders are nonadditive; that is, 
the MD score of assigning several orders simultaneously 
to a courier is not equal to the sum of the MD scores of 
assigning the orders separately to the same courier. 
However, computing the MD scores of arbitrary order 
combinations and the couriers is unrealistic, especially in 
a real-time environment, which results in additional 
challenges to algorithm design.

Couriers usually travel rapidly; therefore, the OA 
problem must be solved in less than 10 seconds to ensure 
assignment quality, keeping the courier status (e.g., loca
tion and on-hand order number) unchanged during the 
information acquisition period and assignment genera
tion period. Traditional supply chain optimization pro
blems, although they may require large-scale search 
spaces, do not require immediate solutions; multiple- 
hour solutions are permissible. Thus, their methods can
not be adopted directly for on-demand delivery.

Technical Solution
Algorithm Structure of the Dispatch System
To resolve the previous challenges, the dispatch sys
tem first decomposes the original multiperiod, multi
objective stochastic assignment problem into a series 
of single-period, single-objective deterministic subpro
blems, which can be solved independently at each dis
patch moment through weight and MD score design; 
see Equation (B.2) in Appendix A. Then it applies effec
tive algorithms for solving the subproblem via OR meth
ods and ML techniques to obtain a high-quality solution 
with superior computational efficiency. At each dis
patch period, the algorithm is executed as follows:

In the courier behavior estimation stage, we update the 
modeling and solution methods of the local courier’s RP prob
lem, to continuously improve the route consistency rate 
between the planning routes from the solutions and the 
real ones that couriers actually follow in an uncertain 
and time-varying environment. It provides a reliable 
evaluation basis for the evaluation stage.

In the courier candidate evaluation stage, the system 
adopts an online weight adaptation mechanism realizing the 
temporal decomposition and multiobjective integration. 
It aims to guide the system states gradually evolving into 
an acceptable long-term balance among each objective. 
In addition, the system utilizes a robust and adaptive MD 
score calculation method to address the challenges due to 
the uncertainty in the delivery process. Hence, it trans
forms the OA problem at each dispatch moment into a 
single-objective, deterministic problem.

In the OA generation stage, we update the algorithm for 
solving many-to-one assignment problem to continu
ously improve the solution quality and computational 
efficiency. In addition to traditional OR methods, we 
adopt ML techniques to enhance the algorithm perfor
mance. For example, we effectively prune the search space 
and significantly improve the algorithm (for both the 
solution quality and computational efficiency), via graph 
neural network (GNN) methods to learn effective order 
combinations from experienced couriers’ behaviors.

Figure 5 shows the execution of the dispatch algorithm 
at each period. We cannot compute the MD scores 
between every order combination and courier due to 
computational complexity; therefore, we execute the 
behavior estimation and evaluation of the courier candi
dates for some promising order combinations, which are 
determined by the search mechanism of the algorithm, 
at each iteration.

Here we introduce the major algorithm components 
of the dispatch system.

Route Planning: Domain Refined Heuristics with 
Inverse Reinforcement Learning
Different pickup and delivery routes for the same courier 
can result in different delivery distances and delivery 
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time for each order. Figure 6 shows a simple example 
using different RP results. An inappropriate route implies 
increased distance as well as longer time for delivery. 
This route-related information acts as the most important 
evaluation basis for the matching decision between orders 
and couriers. Improving the route estimation accuracy is 
crucial to OA. Moreover, the RP service is called more 
than 48.3 million times per minute between 11 a.m. and 
12 a.m. on a typical day. Taken together, these factors 
constitute demanding challenges for both the quality of 
the planning result and the computational efficiency of 
the algorithm.

To tackle these challenges, we designed a domain- 
refined heuristic search with inverse reinforcement learning 

(IRL) for RP. The heuristic search (Zheng et al. 2019) 
finds optimal solutions for the RP with delivery time 
constraints, given a specific optimization objective. The 
optimization objective, which directly determines the 
RP result, is learned from couriers’ historical pickup and 
delivery routes to improve the route consistency rate 
between the planning routes and the real routes, as we 
explain in more detail below.

Heuristic Search-Based Route Planning. The heuristic 
search in our system is a two-stage, fast heuristic method 
(Zheng et al. 2019), including an initialization stage and a 
local search stage. Its objective is to find the optimal route 
that minimizes a specific optimization objective g(r), 
where r is the pickup and delivery route, and g is the 
objective function. This search problem has two main 
constraints, a precedence constraint (i.e., each order 
must be picked up before being delivered) and a capacity 
constraint (i.e., the orders should not exceed the total 
delivery capacity of a courier).

The initialization stage uses a greedy insertion proce
dure. We first sort the orders according to their estimated 
times of arrival (ETAs) and then insert the pickup and 
delivery points of each order sequentially and greedily. 
This greedy insertion provides an initial solution for 
the RP.

The local search stage is an optimization procedure 
based on the initial solution. We attempt to move deliv
ery points with delays either forward or backward. As 
Figure 7 illustrates, on the left, we find the delivery point 
that provides the most time ahead of its ETA and we try 
to move it backward to find a better solution (where the 
objective value is lower). On the right, we try to move 
forward the point with the most delays. The solutions 

Figure 5. (Color online) Dispatch Algorithm Execution at Each Period 

Note. In conjunction with the search mechanism and each iteration of the OA algorithm, the behavior estimation and evaluation of the courier 
candidates for part of the order combinations are executed sequentially.

Figure 6. (Color online) RP Example in Which Different 
Routes Result in Different Total Delivery Times (Delivery 
Ends at 11:50 a.m. or 12:05 p.m., Depending on the Route 
Selected) and Distances for the Same Courier 

Notes. In this example, the route shown on the left ends with a deliv
ery to E at 11:50 a.m. The route on the right, which is clearly a longer 
distance, ends with a delivery to C at 12:05 p.m. Most orders on the 
left route are delivered earlier than the orders on the right route.
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are updated using these local search operations. The 
pickup points are also moved simultaneously to achieve 
a better solution.

Through these two stages, we can successfully reach 
the global optima (which are obtained by exact algo
rithms in an offline fashion) within 10 milliseconds in 
97% of the cases.

Route Planning Objective Function Learning with 
IRL. Proper modeling of the RP objective function directly 
determines the solution quality and reliability. Initially, 
we can set up a manually defined function based on the 
delivery distance and the time that exceeds the ETA 
(Zheng et al. 2019). However, it is obvious that the manual 
function cannot determine how couriers make decisions 
during the delivery process. Therefore, the probability 
that couriers will not be able to deliver orders by the 
expected time and that the planned routes are unusable is 
fairly high, especially in an uncertain and time-varying 
environment (i.e., an environment in which the order and 
courier distribution vary from time to time).

To ensure the consistency between planned routes and 
the couriers’ actual delivery routes, we propose to learn 
the objective function from courier historical delivery 
routes. Specifically, a feature-based maximum entropy 

(MaxEnt) IRL (Ziebart et al. 2008, Kuderer et al. 2015, 
Finn et al. 2016) is used to learn a reward function (objec
tive function g(r) in our case) from courier historical 
delivery routes.

We assume that the possible routes for a courier are 
sampled from the distribution pφ(r). The best route, 
which the courier prefers, has the highest reward (low
est cost) and the highest probability of being selected. 
Under this assumption, the probability of a route r is 
defined as

Pφ(r) �
1

Zφ
e�g(r), (1) 

where Z∅ �
P

r∈Re�g(r) is the partition function and R is 
the set of all possible routes. Figure 8 presents an illustra
tion of our learning pipeline.

Given the courier and order information, the heuris
tic search can produce a set of possible delivery routes 
during the local search, in addition to the best route 
with the minimum cost. In our solution, we use a linear 
cost function,

g(r) � θG(r), (2) 

where G(r) is the feature vector of route r and θ is the 
feature weights to be learned. After the heuristic search 

Figure 7. Local Search Stage 

Notes. On the left, we move the delivery point that provides the most time ahead of its ETA backward to find a better solution. On the right, we 
try to move forward the point with the most delays.
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has completed, all possible delivery routes are added 
to a candidate route set. We extract features from these 
routes and learn the best parameter θ, which maxi
mizes the probability of the route that the courier 
employs in the reality. The parameter θ is then up
dated and used in the next run of the heuristic search. 
A fixed number of iterations and early stopping criteria 
can be used in the training phase, considering the train
ing data set size. In practice, two main considerations 
are the feature representation of the route and the 
rationality of using the candidate route set in IRL. For 
the feature representation of the route, we use four 
kinds of route features based on our domain knowl
edge, namely, delivery distance, delivery time, route 
complexity, and courier’s route preference. For exam
ple, we use the total navigation/line distance and the 
average navigation/line distance for pickup/delivery 
points in our implementation. For rationality of the 
candidate route set, we should sample all possible 
routes in an ideal IRL setting, although this becomes 
infeasible as the number of orders increases. Instead, 
we take advantage of the information in the local 
search stage of the heuristic search. Because we attempt 
to move points forward or backward in the local 
search, rich temporary routes (ranging from a few to 
about a hundred in our data set) can be generated for a 
single training sample. This temporary route set can 
cover more than 90% of a courier’s real route. In that 
case, we treat this set as the possible route set R and 
replenish it by adding new routes during the training 
phase.

Through IRL, we provide a learning solution for the 
objective function in the heuristic search-based RP. Addi
tionally, we develop our RP algorithm as a Java package, 
which serves the system using several clusters.

Matching Degree Score Calculation: Adaptive 
Risk Decision Making Through Bayesian 
Optimization
Considering the inevitable uncertainties of the delivery 
process and the impact of resulting invalid dispatch deci
sions, we introduce a risk management approach to 
improve decision effectiveness and the robustness of the 
resulting solution. The couriers’ performance, such as 
on-time rate and delivery efficiency, reflected by the MD 
score, follows a probability distribution. The worst-case 
risk of the distribution can be quantified by the condi
tional value-at-risk (CVaR) (Tamar et al. 2015), which is a 
statistical risk measure widely used in both practice and 
theory. The average of the performance distribution is 
crucial under normal circumstances. Therefore, the MD 
score should comprehensively consider the courier’s 
performance in both high-risk (f e) and average (f r) sys
tem states, as we show in Equation (3), where α ∈ (0,1) 
denotes the degree of risk aversion:

f � (1� α)f e +αf r: (3) 

Accordingly, there are two major challenges in MD score 
evaluation. On one hand, real-time decision making 
must be completed in milliseconds; however, the calcula
tion of risk measures involves large-scale sampling and 
repeated RP calculations for each sample. An effective 
sampling method should be adopted to reduce complex
ity and simultaneously guarantee the accuracy of the cal
culation of tail risk. On the other hand, the system has 
different risk attitudes in different scenarios. Specifically, 
during the peak lunch hours or under extreme weather 
conditions, the system tends to adopt a more risk-averse 
approach, and vice versa. Realizing risk aversion degree 
adaptation (i.e., tailoring the degree of risk aversion to 

Figure 8. Inverse Reinforcement Learning (IRL) Pipeline 

Notes. The IRL pipeline is an iterative process based on the courier and package information. A heuristic search is used to generate a candidate 
route set R based on the cost function parameter θinit. Route features are extracted and used in the feature-based MaxEnt IRL. The main goal of 
the IRL is to determine the parameter θ, which maximizes the probability of the route that the courier uses in the reality. The updated θ is used 
in the next iteration.
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changing contexts) with minimum trial-and-error cost 
online is also critical.

The MD score evaluation process can be divided into 
two parts:

Calculation of Risk Measures. Without loss of general
ity, we only take the uncertainties of the meal prepara
tion time into account. As Figure 9 shows, assume a 
courier is assigned L orders in total, and the mealtime 
of the lth pickup node, denoted as tml, follows an inde
pendent distribution denoted as hml(t). First, we adopt 
online layered sampling (Ding and Wang 2020) for each 
mealtime to satisfy the requirement for a millisecond- 
level calculation. Next, considering that the execution 
times of nodes in sequence are highly correlated with 
each other, we integrate the pointwise mealtime sam
ples into route samples through route construction. The 
total overtime interval of each route sample can then be 
separately evaluated as MD score samples. Finally, the 
MD score samples are aggregated into risk measures 
under two states (i.e., the high-risk state and the average 
state). Given the risk percentage β and the number of 
samples N, the CVaR of scores (i.e., f r) is approximated 
by averaging the worst βN MD score samples, and f e is 
obtained by averaging all MD score samples.

Risk Aversion Degree Adaptation. In practice, the sys
tem may have different risk preferences for uncertainties 

in different operational scenarios. We need to adapt 
the risk aversion degree to actual operational scenarios 
according to the near-real-time performance feedback. 
However, the mapping function between the risk aver
sion degree and the performance indicators of interest 
(e.g., on-time rate, travel distance) under the uncertain 
and time-varying environment does not assume any 
specific analytical functional forms. Therefore, we intro
duce the concept of black-box optimization (Frazier 
2018), which refers to a type of problem where the objec
tive function and constraints are not explicitly known 
or defined, and the optimization algorithm can only in
teract with the black box by providing input values and 
receiving corresponding output values. We adopted 
Bayesian optimization, as one of the most commonly 
used black-box optimization algorithms, in our system.

As Figure 10 shows, in the offline training phase, 
we choose a Gaussian process (GP) model to fit the 
probabilistic mapping function. In the online decision- 
making phase, we build the model input for each risk 
aversion degree in the candidate set, together with envi
ronmental context and time series variables, and run 
the GP model. The outputs are expressed as the mean 
and variance of the online performance indicators to 
be optimized. The best risk aversion degree for the 
next observation period (i.e., every 30 minutes in prac
tice) is selected based on the upper confidence bound 
(UCB) (Contal et al. 2013) criterion, with the principle of 

Figure 9. (Color online) Process of Calculating Risk Measures Has Three Steps: Online Sampling of Mealtime, Route Sample 
Integration, and MD Score Aggregation 
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delivery experience and efficiency balance. At the end of 
each observation period, the performance indicators of 
interest evolve to new states and the model is updated 
accordingly. This method can obtain the desired MD 
score with minimum trial-and-error cost and ensure the 
stability and decision feasibility of the online dispatch 
system.

Our decision-making system with risk aversion degree 
adaptation has undergone A/B testing in nine cities 
across China, each lasting for at least two weeks, where 
the optimal MD score of each time period fluctuates 
between 0.5 and 0.95. Evaluation results of the testing 
showed that the on-time rate increased by 0.27 percent
age points (pp), and the average travel distance was 
reduced by 1.20%.

Dynamic Objective Weight Adaptation: Combining 
Online Decision Making with Offline Planning
To balance different dispatch goals, we implemented 
a target-oriented, multiobjective balancing framework 
inspired by Lyu et al. (2019) to adaptively adjust the 
weights of different objectives, such as courier effi
ciency and consumer experience, during the sequential 
dispatch process.

We first obtain from historical operational data the 
“ideal point,” which represents a desired or highly accept
able value of each objective we seek for the long term and 
serves as the evolving target of the system during the 
entire dispatch process. Then we adjust the weight of each 
objective based on the gap between the objective’s current 
value and corresponding target value at each dispatch 
period, with the goal of decomposing the original assign
ment problem into independent single-period problems 
and guiding the system states to finally converge to a solu
tion nearest to the target.

Because the values of the objectives change dramati
cally over the daily horizon, as we explain earlier, we 

divide each day into a series of dispatch periods; Uo
pt 

is 
the “ideal point” of objective o during dispatch period pt, 
where time step t is in period pt.

During the online dispatch process, Uo
pt 

is used as the 
target at time step t; δo

t �Uo
pt
� f o

t is calculated to mea
sure the gap between the objective value f o

t and the ideal 
point Uo

pt 
at time step t. To find weights for the next time 

step t+1, we use exponential smoothing to calculate a 
smoothed average of the gaps from previous time steps. 
The weight is updated according to ηo

t+1 � γ(δ
o
t )
+
+ (1�

γ)ηo
t , where γ is a smoothing parameter between zero 

and one.
Figure 11 illustrates our current implementation. The 

ideal point is generated based on the performance of his
torical dispatch decisions. The objective values of histori
cal decisions are averaged by cities and periods, where a 
filtering mechanism is also implemented to reduce the 
noise in historical data. Then, offsets are added to the 
average historical values to provide overall guidance for 
the dispatch process. These offsets can be tuned to suit 
the preferences of decision makers to accommodate dif
ferent objectives. For example, if one objective is more 
important, we can add a larger offset to this objective, 
which can increase its weight during online dispatching.

We implemented this framework in the dispatch sys
tem and conducted A/B testing to measure its perfor
mance. When we tested it in five cities in China, each 
lasting for at least two weeks, the on-time rate increased 
by 0.33 percentage points (pp), and the average travel 
distance decreased by 0.92%. During this testing, the 
daily cumulative MD score of the experimental group 
improved by 3.6%–4.5%.

Order Assignment: Operations Research 
Combined with Machine Learning
The solution quality and computational efficiency of the 
OA algorithm are important. The dispatch system uses 

Figure 10. Risk Aversion Degree Adaptation Consists of Two Iterative Phases: Offline Model Training and Online Decision 
Making 
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traditional OR methods in conjunction with ML techni
ques for OA and uses several techniques to optimize the 
OA algorithm performance.

Method 1: “Divide-and-Conquer” Framework with Imi
tation Learning and a GNN Algorithm Framework. To 
solve the many-to-one assignment problems in a real- 
time manner, the dispatch system employs an enhanced 
divide-and-conquer solution framework, in which it 
decomposes the original large-scale many-to-one assign
ment problem at each dispatch moment into a series of 
one-to-one subproblems, which are solved sequentially, 
resulting in a progressive online solution process. Each 
subproblem is simple and can be solved in polynomial 
time, thus greatly reducing the computational burden. 
To guarantee solution quality, the decomposition and 
iteration rounds are carefully guided and controlled by a 
global coordinator, which is an ML model trained by an 
imitation learning (IL) approach (Chen et al. 2022). High- 
quality expert solutions are obtained by a well-designed 
offline OR algorithm. Figure 12 depicts the divide-and- 
conquer framework.

Divide-and-Conquer Strategy. The divide-and-conquer 
strategy splits orders into multiple iterative steps to con
struct the corresponding assignment results in sequence; 
that is, at each iteration, only a part of the orders are 
assigned to the couriers. The iteration process ends 
when a complete assignment result is generated. 
Within this framework, the many-to-one assignment 

result is built by separating the orders into different 
iterations rather than a direct combination of orders. 
Only limited MD scores are calculated at each itera
tion, thus greatly reducing the computational burden 
of the previous stages. Moreover, the subproblem at 
each iteration degrades to a polynomial-time problem 
in which the scale is much smaller than the original 
one and that can be solved easily by traditional OR 
methods, such as the Kuhn-Munkras algorithm 
(Munkres 1957).

Therefore, within this framework, choosing orders to 
assign at each round, that is, how to execute decomposi
tion, is important to the solution quality. With well- 
designed decomposition strategies, the methods can 
achieve better solution quality with limited MD score 
calculation volume, with polynomial or linear complex
ity, instead of combinatorial explosion. Meanwhile, the 
algorithm for solving each subproblem is of polynomial 
complexity.

Execution Architecture. In practice, to improve the 
solution quality, the dispatch system adopts a ML coor
dinator to guide the decomposition online. The dispatch 
system is trained offline using the IL method and uses 
expert solutions from an enhanced tabu search method 
as its labels.

During the offline training phase, a traditional tabu 
search method is optimized to improve its solution qual
ity. Based on the expert solutions generated by the 
enhanced tabu search method, we employ the IL method 

Figure 11. (Color online) Implementation of the Multiobjective Balancing Framework 

Notes. The “ideal point” is generated based on the performance of historical dispatch decisions and provided as offline features to the dispatch 
system. The dynamic weights are transferred as real-time features between different dispatch moments. During each dispatch moment, the gaps 
between current objective values and ideal points are measured and used to update the objective weights.
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(He et al. 2012) to train a global coordinator generating 
the optimal matching probability of the orders and their 
available couriers.

During the online solution stage, the orders to assign 
at each iteration are chosen according to the online 
inference outputs of the coordinator; that is, orders 
with higher average optimal matching probabilities are 
selected to be assigned at the current iteration. Because 
the coordinator extracts global information from the 
expert solutions, the algorithm can effectively avoid 
local greed; moreover, it can search more widely and 
deeply in the search space, thus coming closer to the 
quality of expert solutions.

The proposed algorithm, which we tested using nation
wide data randomly sampled from actual operational 
data in 2021, improved assignment quality by 5%–10%; in 
addition, as the order volume increased, the degree of 
improvement also increased.

Online Order Combination: Learning from Experienced 
Couriers via GNN. To reduce the number of iterations 
and additionally improve the computational efficiency 
without sacrificing solution quality, it was necessary to 
construct an efficient online order combination mecha
nism, forcing the subproblem at each iteration to generate 
many-to-one assignments. The mechanism needed to rec
ognize the complicated relationships between different 

orders and find effective ways to combine them as mutu
ally exclusive groups.

An intuitive solution is to group orders with nearby 
origin-destination pairs and delivery time windows to 
share delivery resources. We call this method a static 
order combination when it only uses limited and static 
information from the order itself. After interviewing expe
rienced couriers and observing the actual delivery of 
orders in practice, we found that many couriers could 
flexibly group various orders based on their personal per
ceptions and experiences learned over the course of their 
work, a subjective and dynamic approach that is more 
complicated than a static grouping approach.

Accordingly, we developed a GNN-based framework 
by learning directly from experienced couriers and using 
this knowledge to guide the online order combination; 
that is, by analyzing the historical patterns of experi
enced couriers, we can generate promising order combi
nations. With the learn-from-humans mechanism, this 
method could identify more delivery patterns and clus
ter orders by finding effective and flexible ways to solve 
the assignment problem. Figure 13 presents the frame
work of this proposed method. Detailed designs of the 
three steps described are as follows.

Delivery Network Construction. We first group orders with 
the same origin area of interest (AOI) and destination 

Figure 12. (Color online) Imitation Learning (IL) Divide-and-Conquer Framework 

Notes. The original many-to-one assignment problem is decomposed into a series of one-to-one subassignment problems, which are solved 
sequentially. A global coordinator is trained offline using IL methods with high-quality solutions as its labels. In addition, the coordinator con
trols and guides the online solution procedure.
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AOI as a flow session. Based on the couriers’ experiences, 
we preprocess the delivery order sequence from selected 
couriers as independent delivery sessions and convert 
each session to a flow session. When regarding flow as a 
node and nearby relations in sequence as a link, we can 
merge these flow sessions into a union graph as a deliv
ery network. Furthermore, each flow node also exhibits 
useful attributes to describe its crucial characteristics, for 
example, the delivery distance between origin and desti
nation and the average delivery time in the past 30 days.

Graph Representation Learning. With the flow-based 
delivery network as input, we apply graph representa
tion learning methods (Hamilton 2020) to extract speci
fic patterns from it. Our goal is to learn the vector 
representation of a node, which contains its attributes 
and topology information in the graph after training. 
We apply classical graph learning models (Hamilton 
et al. 2017, Wang et al. 2018) to learn the basic vector rep
resentation of flow node and apply some well-known 
methods (Bengio et al. 2009) to optimize the quality of 
vector representation.

Online Order Combination. After obtaining the vector rep
resentation of the flow node, we define a similarity- 
based metric to combine the orders together. Basically, 
we use the dot-product results of vector representations 
of two flow nodes as the similarity metric of the combi
nation. Similar flow nodes with large dot-product results 
can be regarded as a candidate group to participate in 
the assignment problem. As we show on the right side 
of Figure 13, we use this similarity metric to cluster the 

historical orders into communities and validate the clus
tering results (e.g., whether geographical similarity is 
encoded) by humans in various cases.

Method 2: Multistage Subproblem Reformulation with 
Machine Learning. We also propose a multistage solu
tion algorithm based on neighborhood search and ML 
to solve the many-to-one assignment problem at each 
dispatch moment. The algorithm constructs subpro
blems by adding constraints to the original one, which 
limits the variations in the solution space of the current- 
stage subproblem compared with the previous stage. 
Specifically, one source of the complexity of the original 
many-to-one assignment problem is that orders can 
be arbitrarily grouped together as a batch and assigned 
to the same courier (the number of batched groups 
increases exponentially with the number of orders in the 
groups). To reduce complexity, the main constraints 
added to the subproblem are the selections of the newly 
batched groups that can be added in the current stage. 
In addition, we also include constraints on the number 
of assignable couriers for the orders/groups and the 
number of assignable orders for the courier. These 
added constraints greatly reduce the scale and complex
ity of the problem, resulting in a significant reduction in 
the construction and solution complexity. By solving 
the multistage subproblems sequentially, we can obtain 
an approximate solution to the original problem.

A key aspect of the proposed multistage solution 
algorithm is how to select appropriate new constraints. 
We utilize a combination of rule-based and ML-based 
constraint generation methods to achieve better results. 

Figure 13. (Color online) Framework for Modeling the Delivery Network via GNN 

Note. The framework contains three steps: (1) construct efficient graph: constructing an efficient delivery graph with flow (i.e., aggregation of 
orders with the same origin and destination) as a basic unit by merging massive delivery records from experienced couriers; (2) graph represen
tation learning: applying GNN to model the graph and extracting combination patterns from it as representative vectors of each flow; and (3) 
clustering-based order structure: using representative vectors to cluster orders into various groups to decompose assignment tasks and working 
with the above “divide-and-conquer” algorithm to achieve better matching results.
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For the rule-based method, we use expert knowledge 
to generate various constraints. For example, we can 
implement a rule such that only the orders that have 
near pickup points can be grouped as a batch and 
assigned to the same courier, or a rule that each order 
can be assigned only to the courier when the order’s 
pickup point is close to the courier’s current location. 
Different rules will affect the construction of subpro
blems, which in turn will affect the solution quality 
and efficiency of the original problem. We apply these 
rules to our practical examples and choose the best rules 
that balance quality and efficiency. For the ML-based 
method, we use the branch-and-bound method to solve 
the many-to-one assignment problems offline and use 
the resulting batched groups to train an XGBoost-based 
classification model (Chen et al. 2015) to predict whether 
the batched groups will be present in the final solutions. 
In the online stage, the model predictions are used to 
generate constraints to guide the selections of batched 
groups. By combining these methods, the construction 
of each subproblem (i.e., the computational time of f o, r

t, w ) 
can be completed within seconds.

Although we limit the complexity of the subproblems 
by adding constraints, they still cannot be solved in real 
time using exact methods such as branch-and-bound. To 
address this, we propose a variable neighborhood search 
algorithm (Hansen and Mladenović 2001) in which we 

design neighborhood operators to exploit the problem 
structure and numerical features. During the neighbor
hood search process, we efficiently select the optimal 
neighborhood operator by estimating the impact of the 
operator on the objective function. This enables an effi
cient search mechanism and high-quality solutions.

Figure 14 shows an example of the proposed method. 
Note that the proposed multistage solution algorithm 
provides some benefits of general large-neighborhood 
search algorithms (Pisinger and Ropke 2019). However, 
by carefully designing the added constraints based on the 
problem characteristics, we have been able to significantly 
reduce the complexity while facilitating the solution tra
jectory rapidly approaching the optimal solution. Typi
cally, to solve the citywide order assignment problems, 
only three to five stages are needed to converge to a satis
factory near-optimal solution and the total construction 
and solution time is within 10 seconds.

Reassignment: Technical Solutions for 
Abnormal Scenario
In most cases, the courier who accepts the assignment 
is expected to deliver the assigned order. However, 
because we assign orders over 30 minutes on average 
before a courier’s arrival, we cannot predict all the poten
tial problems that couriers may encounter during the 
actual delivery process. If unforeseen problems arise, 

Figure 14. Use of the Proposed Multistage Solution Algorithm, Which Considers Four Orders and Four Couriers 

Notes. At each stage, the constraints generation method is utilized to add constraints to the original problem, formulating a subproblem with 
smaller complexity (i.e., fewer edges allowed). The constraints generation method uses the original problem and the solution of the previous 
stage as inputs, forming a solution space that is close to the previous solution and, if possible, contains the optimal solution. The proposed vari
able neighborhood search algorithm is then implemented to solve the subproblem. The overall process stops when no additional new subpro
blems can be formulated or when solutions of consecutive stages remain the same. In this example, the method stops after three stages.
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completing the original assignments may negatively 
affect the delivery experience and efficiency of the cou
rier. For example, when delivering multiple orders, if the 
preparation of one order is delayed, the courier must 
wait for the order at the merchant’s location, which will 
delay the arrival time of all the orders that the courier is 
delivering. We use the reassignment scheme to address 
this problem: based on the latest environmental and esti
mated information, we reassign orders that have not yet 
been picked up to other appropriate couriers if doing so 
will improve the quality of assignment and delivery effi
ciency in dynamic and uncertain environments.

Our system implements two types of reassignment. 
One is initiated by the system, and the second is initiated 
by the courier. Both types implement similar processes: 

Step 1: Collecting orders for reassignment. For those 
initiated by the system, the orders that merit reassigning 
are identified by an online algorithm that monitors the 
delivery process of couriers. Specifically, we run RP algo
rithms each minute to estimate the delivery sequences 
and distances of the couriers in the cases in which the 
couriers retain all their assigned orders, as well as the 
cases in which one or more orders have been removed 
from a courier’s assigned deliveries and reassigned to 
another courier. By comparing the estimated delivery 
processes of the courier before and after the removal, we 
choose the order that is most beneficial for delivery effi
ciency because the order needed to be reassigned. Addi
tionally, couriers can also request reassignment through 
our application if they encounter abnormal problems 
that will negatively affect their delivery schedules.

Step 2: Finding appropriate couriers for the orders. 
Unlike our standard dispatch problem, the reassignment 
problem is a one-to-one assignment problem. We use the 
Hungarian algorithm (Kuhn 1955) and the same objec
tives as in a standard dispatch.

Step 3 (note: we skip this step for reassignments ini
tiated by the courier): Contact the courier currently 
assigned to the order through a pop-up prompt on our 
application to inquire if that courier agrees to the reas
signment. If the courier declines, we halt the reassign
ment process.

Step 4: Using our application, contact the courier 
who is considered to be more appropriate for the reas
signed order to inquire if that courier is willing to take 
on the reassignment. If the courier accepts the reassign
ment, we complete the process; if the courier declines 
the reassignment, we stop the process. We note that if an 
order triggers a reassignment but is ultimately declined 
by either courier, this order will not trigger a reassign
ment again in the future.

With an overall decline rate of 30%, about 1% of all 
orders are completed by new couriers found through the 
reassignment process, according to nationwide statistics 
for June 2022. Prior to its nationwide implementation, a 
two-week A/B experiment, covering approximately 5% 

of the national order volume, was conducted in 10 cities 
and showed that the delivery intervals for these reas
signed orders were on average shortened by over one 
minute.

Benefits
The dispatch system has provided significant benefits, 
including business development and financial benefits 
for Meituan, optimized experiences for couriers, consu
mers, and merchants, reduced environmental impacts, 
and enhanced response to the COVID-19 pandemic.

Business Development
Since its listing on the Hong Kong stock exchange in 
2018, Meituan, as one of the world’s largest online and 
on-demand delivery platforms, has achieved significant 
growth. From 2019 to 2022, the number of cities Meituan 
covers increased by 40% and the number of registered 
users increased by 60.76% (Table 1). In addition, the 
number of merchants on the platform increased by 
55.93%, and the number of couriers serving the platform 
to deliver food increased by 32.08%. The daily average 
number of transactions in peak seasons (e.g., summer 
peak from July to August) increased by 100% to about 60 
million.

As the number of transactions increases, the dispatch 
problem becomes more challenging, especially in peak 
hours (e.g., lunch hours from 11 a.m. to 1 p.m.) when 
about 20 million orders could be assigned to about five 
million couriers.

The dispatch system that we developed increased the 
efficiency of couriers and significantly improved the satis
faction of couriers, consumers, and merchants.

Courier and Consumer Experience
For consumers, the time from placing an order to receiv
ing the delivery decreased by 20.96% with the imple
mentation of the dispatch system. For couriers, the 
average number of daily delivered orders per full-time 
courier increased by more than 109%. In addition, the 
average courier’s travel distance per order decreased by 
about 0.5 km for each order (from 2 to 1.5 km). For mer
chants, the average pickup time per order decreased by 
16.0%.

Table 1. Our Estimates of Benefits Meituan Derived from 
the Dispatch System (2022 vs. 2019)

Benefit measure Increase/decrease

Average delivery time per order �0.96%
Average number of orders delivered by 

couriers per day
+109.63%

Average travel distance per order �3.77%
Average meal waiting time �6.00%

Note. Meal waiting time refers to the time interval from a courier’s 
arrival at the merchant to picking up the meal.

Liang et al.: Meituan’s Real-Time Intelligent Dispatching Algorithms 
98 INFORMS Journal on Applied Analytics, 2024, vol. 54, no. 1, pp. 84–101, © 2024 INFORMS 



Financial Benefits
From 2019 to 2022, the system contributed to a daily 
decrease of $0.64 million in costs (associated with pay
ments to couriers) to Meituan, which amounts to a cost 
reduction of about $0.23 billion annually.

Environmental Impact
With the implementation of the dispatch system, we 
reduced about 532,125 kg of carbon dioxide (CO2) emis
sions per day. We calculate this as follows:

The average delivery distance reduced per order× the 
number of orders per day× the CO2 emission per kilo
meter by e-bike (the courier’s primary mode of transpor
tation)� the CO2 reduction per day.

The average delivery distance reduced per order�
0.5376 km; the number of orders per day� 60,000,000; 
and the carbon footprint of an e-bike in China is about 
16.5 g of CO2 per kilometer. Appendix A provides the 
detailed steps for calculating the carbon footprint of an 
e-bike in China, using the following formula:

0:5376 km per order × 60,000,000 orders

× 0:0165 kg=km � 532,125 kg:

Response to COVID-19
The dispatch system helped Meituan respond quickly to 
the many complexities associated with the COVID-19 
pandemic. Under the severe epidemic situation in many 
cities in China, the demand for food delivery surged; how
ever, the supply of couriers decreased significantly. Thus, 
the supply and demand ratio became extremely tight, and 
a considerable number of orders were canceled. By adapt
ing the system flexibly, including denying “irresponsible 
refusals” for couriers, relaxing the consideration of punc
tuality (i.e., tolerating late deliveries), and changing Mei
tuan’s objective to completing the orders rather than 
delivering them on time, we provided better experiences 
for consumers, couriers, and merchants, especially in cities 
that were severely impacted by the pandemic.

Extending the Use of the Dispatch 
System
Meituan’s vision is to help its customers eat better and 
live better. In this sense, the role of the dispatch system is 
critical. It enables the thriving of other new business for
mats in the digital economy within Meituan, such as Mei
tuan shopping, Meituan groceries, and Meituan drugs.

With the rapid development of the digital economy in 
recent years, real-time assignment problems are becom
ing more common and fundamental in many industrial 
fields. The analytics and OR techniques used in a dispatch 
system are not only limited to a food delivery setting 
but are highly portable to other settings both within and 
outside of Meituan; examples include dispatching compu
tational resources and displaying online advertisements.

Conclusions
After years of development and research, Meituan’s real- 
time intelligent dispatch system, built on a set of algo
rithms derived from operations research and machine 
learning techniques, can accurately model and solve the 
order assignment problem within seconds, generating 
high-quality solutions. Since its implementation in 2019, 
Meituan has achieved a remarkable reduction of 20.96% 
in average order delivery time and 23.77% in average cou
rier travel distance per order. Moreover, the system has 
contributed to yearly cost reductions of approximately 
$0.23 billion. It has successfully enabled Meituan to 
achieve a win-win situation by striking a balance among 
the goals and interests of all stakeholders involved.
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Appendix A. Calculation of an E-Bike Carbon 
Footprint

The carbon footprint of an e-bike can be calculated as follows.
In the following calculations, g/km represents grams per 

kilometer and km/h represents kilometers per hour.
The carbon footprint of an e-bike can be measured by 

manufacturing consumption+ electricity consumption+ caloric 
output. 

(1) Manufacturing consumption: 7 g CO2 per km
The European Cyclists’ Federation (ECF) (European Cyclists’ 

Federation 2011) estimates that an e-bike has an average 
manufacturing carbon footprint of 134 kg of CO2. With a life
span of 19,200 km, the manufacturing consumption of an 
e-bike can be calculated as 7 g/km� 134 kg/19,200 km.

(2) Electricity consumption: 3.2 g CO2 per km
According to Bosch’s e-bike range calculator (Bosch 2022), 

a city e-bike with a 500 watt hour (Wh) battery will provide a 
range of 94 km under typical commuting conditions (assum
ing an average speed of 22 km/h, mountain bike tires, sports 
assistance mode (i.e., a driving mode similar to the driving 
behavior of food delivery drivers), and 85 kg combined 
weight (i.e., the weight of the driver and the weight of the 
delivery)). Assuming a charging efficiency of 90% (some 
energy from the plug is not imparted into the battery), an 
e-bike will require 500 Wh/94 km/90% (i.e., 5.9 Wh) of elec
tricity from the grid to travel each kilometer. In addition, the 
carbon intensity of electricity in China in 2021 was 0.549 g of 
CO2 per Wh of electricity (Statista 2022). Thus, we calculate 
electricity use as 5.9 Wh× 0.549 g/Wh� 3.2 g CO2 per km.

(3) Caloric output: 6.3 g CO2 per km
The ECF (European Cyclists’ Federation 2011) assumes an 

average 70-kg cyclist on an e-bike will burn only 4.4 calories 
per kilometer in addition to the calories the cyclist will burn 
when not riding an e-bike. Thus, with the ECF’s estimate for 
caloric output emissions (1.44 g CO2 per calorie), we calculate 
6.3 g CO2 per km (4.4 calories/km× 1.44 CO2/calories)� 6.3 g 
CO2 per km for caloric output.

Therefore, 7 g/km+ 3.2 g/km+ 6.3 g/km� 16.5 g/km (car
bon footprint).
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Appendix B. Mathematical Notation
Here we present the notation that we use in this paper.

The multiperiod, multiobjective dispatch problem can be 
formulated as

optimizext∈Xt

(
X

t∈T
Fo(Wt , Rt , xt)

)

o∈O

s:t: xt non-anticipative, t ∈ T, (B.1) 

where xt is nonanticipative, which means that decisions 
made at time t are based on the information we have at time t. 
This assignment problem can be decomposed into a series of 
single-period, single-objective deterministic assignment pro
blems that are solved independently each time as we show 
here:

min
xt∈Xt

X

o∈O
ηo

t

X

w∈Wt

X

r∈Rt, w

f o, r
t, w xr

w

s:t:
X

w(w)

X

r∈Rt, w (w)

xr
w(w) � 1 ∀w ∈Wt

xr
w �

Y

w∈w
xr

w ∀w ∈Wt , (B.2) 

where Rt, w is the set of available couriers at time t for order 
combination w, and f o, r

t, w is the matching degree score of objec
tive o for dispatching order combination w to courier r at 
time t.
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